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MODIFICATION OF SEDIMENT DISCHARGE FOR TEE YELLOW RIVER 

BY Li SW&e% Engineer, IHRYRCC; Lin Binwen, Senior Engineer, Dept. of Science & Technology, YRCC; 
Long Yuqian, Senior Engineer, IHQ YRCC, Zheng Zhou, China 

m: In this paper, the coefficient of mcdifxation for sediment discharge (K) is defined as the ratio of 

Qsmp toQs,n, in which, Qs,, is the total sediment discharge calculated by using the modified version of MXP, and 

Q sm is tbe measured sediment discharge. The coefficient K is correlated with sediment concentration ( ‘, In the 

relation, the K is regarded as a grey number which means K varies within a certain scope defined by a upper and 

lower limit , and can be calculated by using the whitening fimction. The measured daily sediment discharge may be 

corrected by using the relation between K and C. This method is applied to calculate the amount of sedimeaaion in 
the Sanmenxia reservoir and the lower Yellow River. It is found that the agreement between the calculated difference 

of sediment load at two terminal sections, taking proper account of input or output from intermediate area. and that 
obtained by repetitive range surveys is reasonably well and greatly improved than that using the computed difkrence 

of sediment load without corrections. The ~&ion between Kand C has some theoretical basis. The modification 

procedure is simple and the daily measured value can be corrected, which could be wed to provide a more reasonable 

database for further analysis. 

INTRODUCTION 

Comparison of the computed difkrence of sediment load at two terminal s&on& taking proper account of input and 

output from intermediate area, and that obtained by rep&tie range surveys in the Samnenxia reservoir and the 
lower Yellow River showed that a systematic errqr of measured daily sediment discharge existed &in & Li;mg 1987, 

Xiong et al. 1983, Long et al. 19821. The Sanmenxia gauging station is located at a gorge section dqwnstream the dam 

site, where the flow is fully turbulent. The river bed is composed of pebble, water and sediment flushing from the 

outlets mixed completely, and the distribution of sediment mncenuation at the vettical and in the cross section is quite 
mifmtt, therefore, no corwtlon is deemed necessary. Xlong [Xlong et al. 19831 reported that the measured mwdiment 

discharge at Xiadangdi, Huaywakou, Lijin gauging salons, located 129, 259, 923 km far downstream from 

Stinmetia, was less by Z.OY+ 8.2% 3.6% wpectively by sediment budget using the measured data from 1% I to 1980. 
Long [Long et al. 1982] obtained that the dIfferen= of the amount of sedimentation between measured and calculated 
value was about 6.7% of the oncoming sediment load in the Sanmenxia reservoir, 8.8% for the upper reaches, and 

4.4% for the lower reaches of the lower Yellow River. 

The error involved in the range swvey is random in nature and na appreciable systematic error can be found &in, 
19821. The error involved in the measured sediment discharge is the main source which causes the s\~stematic 

deviation between the result calculated by difference of sediment load at two terminal sections and that obtained by 

repetitive range surveys. The amount of ted load is less than 1% of the total sediment load in the lower Yellow River 
by statistics of 118 sets data of bed load &in & Liang 19871, so the error involved in the measured swpended 

sediment discharge is the major source of errcn of the measured sediment discharge in the Yellow River. &search 
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findings might be misleading if the error were not corrected properly when the measured data is directly used for 
analysis. 

In 1950’s, Colby & Hembree [Colby & Hembree 19553 presented the method of Mcditied Einstein Prccedure(MEP) for 
computation of total sediment load by using the measured data. In 1987, Lin introduced the MEP to the Yellow River, 
after a lot of deep studies according to the actual cbamcte~stics of the Yellow River, the original MEP was further 
modified Lprogram MODEW-L], and applied to the Yellow River&in & Liang, 19871. 

COEFFICIENT OF MODIFICATION FOR SEDIMENT DLWRARGE 

Theoretical Formulae for Coefficient of Modification for Sediment Discharge: Total sediment discharge may be 
obtained by integration of multiple of flow velocity and sediment concentration along whole water depth [ Einstein]: 

i,q, =i,q,.(l+P.I, +I,) (1) 
in which, q, is the total sediment discharge per unit width, i, is the percentage of a certain size gradation to the 
bed material load, i,q, is the bed load of a certain size gradation sediment per unit width, P is a parameter 
correlated with water depth and bed roughness, I,, I, are the function of A, 2, which A is the ratio of height of 

bed layer to water depth and Z is the suspension index. 

Einstein evaluated Colby & Hembree’s MEP Einstein], and indicated that MEP took the same procedure with 
Einstein’s computation of total sediment discharge, but modifications were taken. Einstein defined the coeff%ient of 
modifzcation for sediment discbarge as follows 

~=(~)“~‘.(~1’.(:+pp;~~:~~~, (2) 

in which, i,qsm is the suspended sediment discharge within the measured zone of depth-integratioa E is the ratio 

of unmeasured height to water depth. Here, ‘he coefficient of modification for sediment discharge is the ratio of 
theoretical calculated value of total sediment discharge to suspended sediment discharge within measured zone. It is 
obviousthatthecc&icient isthetimctionof P, A, 2, E. 

For sampling by points, the ratio of calculated total sediment discharge to the measured suspended sediment discharge 
within a cdain size gradation may be expressed a.9 follows: 

‘1% = = 1 (1-A)’ 4.648.(1+P.I, +I>) 

‘SA”. e (3) 

in which, N is the number of measuring point, X, , w is the relative depth and weight of each measuring point 
respectively. Coefficient of modification is the function of P, A, 2 when Xj and q are determined (for instance 

three-point method or five-point method of streamgaging). 
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Definition of coefficient of modification for sediment discharEe: MEP is not the general formula derived for 
evaluation of sziiment transport capacity. The modif~~tion procedure is based on the measured data. Corrected value 
of total sediment discharge is obtained by the multiple of measured sediment discharge and the cceflicient of 
nxdification, which is the ratio of sediment discharge calculated in whole water depth to the computed value within 
the measured zone. In this paper, the definition of coefficient of modification for sediment discharge follows: 

+!L (4) 
-sm 

here, Q,,, is the total sediment discharge computed by program MODEIN-L provided by Lin [Lin & Liang 19871, 

Q,, is the measured sediment discharge. 

Influencing, Factors of Coeffkient of Modification for Sediment Discharge: It can be seen from Equ.(Z). (3) that 
coefficient of moditication for sediment discharge is the fbnction of P, A, Z etc.. According to the measured data in 
the lower Yellow River, P generally vaiw from 10 to 16, averaged 13, A from 10m5 to 10e3, the ditference of 0 
(see Equ. (3)) is quite small when A=10m5 or .4=103 &ong etc. 19821, therefore, Zis a major intluencing factor. 
The mean sediment concentration is correlated with sediment concentration at the reference poinr by the timction of 
P, A, Z etc.. The author &i 19931 analyzed the relation between K and flow Reynolds Number, discharge, 
sediment concentration, and ratio of percentage of coarse sediment td fine. The approach in this paper is to establish 
the relation beoveen Kand C (sediment concentration) instead of the relationship between Kand P, A, Z etc., in 
this manner, modification procedure can be more simple. General speaking, the daily sediment concentration can be 
obtained conveniently, therefore, not only has the mcditication methcd some themetical basis, but also the 
modification procedure itself becomes more simple and available to be used. 

Figure l(l)-(2) show the K-C relation, it can be seen, the smaller the C , the greater the K, the greater the C, the 
smaller the K, the lower limit of K is 1.0. The relation between K and C of all gauging stations in the Yellow 
River is similar. The data points composing in the relationship of K and C are scattered within a band, because 
there are other factors intluencing K besides C 

Fig. l(1) K-C Relation of Tongguan Station 

0 100 mo TX) 

-C 

Fig. l(2) K-C Relation of Huanyuankou Station 
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GREY RELATION BETWEEN THE COEFFICIENT OF MODIFICATION FOR SEDIMENT DISCHARGE 
AND SEDIMENT CONCENTRATION 

The so-called grey indicates that the information of a certain system is not complete. Grey system is a system in which 

the information is not complete, similarly i grey number is a number without complete information Grey phenomena 
exists universally in the nature. General speaking, the grey system emphasizes the study of problems with clearly 

defined objects, and their internal relationship is fuzzy , for instance, the relatioship between rainfall and runoff is to 

be studied, it is the relationship of rainfall and runoff that will be studied, not any other relations to be studied, so the 

objectz are definite, but the relationship between rainfall and runoff is not quite clear, it is necessary to be further 
studied, therefore, the internal relationship is still fuzzy [Deng, 1988). 

In this paper, the concept of grey is applied to the stody of the relation between K and C , K is regarded as a grey 

number, and the K- C relation as a grey relation. In fact, it is the relation of K and C that will be analyzed, not any 
other relations, 50 the problem of study is clearly defined, the relation of K and C shows that K varies within a 

certain scope under a same vaIue of C, the exact value of K is not d&kite, in other words, the intention of the 

problem is not clear, therefore, the relation between K and C is a grey relation and can be solved by using the 

method of grey system. 

K is regarded as a grey number varying within a certain scope with a upper limit a and lower limit P. The upper 

and lower limit may be defined according to the relation of K and C The grey number is changeable and should be 

a definite value so that it can be wed to deal with the relative problems. The processing of king a delinite value is 

called whitening. K is whitened by taking advantage of the whitening function as follows 
K=pa+(l-p).p (5) 

in which, p is alIed the whitening weight varying between 0 and 1. On the basis of the defined upper and lower limit, 

taking a initial value of p, C is know a and P. can be obtained by the K-C relationship under a certain C , so 

K can be obtained and sediment discharge can be easily corwted. p should be appropriately defined by trial 

calculation. By the way, value of a, p and p rr~y not be the same for diEwent pefsan, but the modified results 

should show no difkrenoe. 

The approach of modilication is based on the following three aspects: @ absorbing and adopting completely the 

co”cepts and measurements dealing with problems of the grey system theory, 0 the results of application of MEP to 
the Yellow Rivex is reasonable and reliable as indicated b Lin&ii & Liang, 19871; ‘3 the amount of erosion and 

deposition in a long teno and long reach obtained by repetitive range swveys is reasonable and reliable through 

measured data analysis, mod&d sediment discharge must be verified by oxnparison of calcnlated amount of erosion 

and deposition by sediment load difference method and measured value by repetitive range surveys. 

MODIFICATION OF SEDIMENT DISCHARGE 

The Sanmeaxia resewoir may be devided into upper and lower reaches named LHHZ-Tonggoa(LHHZ-TG) and 

Tonggoan-Sanmeoxia(TG-SMX) respectivily. Th$ lower Yellow River may be dtided into four reaches by the name 
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of kmenxia-Hoayuankou(SMX-HR), Hoamoo-Gakn(HYKYK-GC), Gaocon-Aishan(GC-AS), Aishan-l ,ijin(AS- 
LJ). Basic data for MODEIN-L of each gauging station are summarized in Table 1. which include date, discharge(Q), 

water surface width(W), water depth(d), water surface slope(J), water temperature(T), sediment concentration(C), size 
gradation of bed material(BM), and size gradation’of suspended sediment(SS). 

Notation: “L” is the distance from SMX, “-” upperstream SMX, “+” downstream SMX 

The coefficient of modification K can be obtained by QsmP over Q, , On the basis of the relationship bee ween K 
and c, the nppcr limit a and the lower lit p can be detetied, when the whitening weight is given, K is 

obtained under a certain C. The whitening weight most likely should be determined by trial When the upper and 
lower limit are determined, the only restriction for determining suitable p is that the amount and accumulative 

process of erosion and deposition by the ditie~ence of mcdified sediment load at two terminal sections shwld accord 
with that obtained by repetitive range surveys. The details of determining the upper limit, the lower limit and the 
whitening weight are not mentioned in this paper. 

VFJUFICATION FOR MODIFICATION OF SEDIMENT DISCHARGE 

Comparison between calculated and measured accumulative erosion and deposition in different reaches is sownarizcd 
in Table 2. 

Figure 2( l-6) show the accumulative erosion and deposition process of each reach. From Table 2 and figures. it can be 
seen that there will be a quite difference between the cakolated and measured erosion and deposition without 
modification of sediment discharge at the terminal stations, and the agreement is reasonably well and greatly 
improved after moditication. 
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accumulative erosion and de 

Fig. 2( 1) Comparison of Calculated & 

Measured Deposition in LHHZ-TG Reach 

Fig. 2(3) Comparison of Calculated & 

Measured Deposition in SMX-HYK Reach 

Fig. 2(2) Comparison of Calculated & 

Measured Deposition in TG-Sh4X Reach 

Fig. 2(4) Comparison of Calculated & 
Measured Deposition in HYK-GC Reach 
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Fig. Z(5) Comparison of Calculated & Fig. Z(6) Comparison of Calculated & 
Measured Deposition in GC-AS Reach Measured Deposition in AS-LJ Reach 

A sysXematic error of sediment discharge exists at gauging stations in the Yellow River, the measured daily sediment 
discharge is less than that it should be. The modification of sediment discbarge is deemed necessary. 

There are many factors which intluence the coefficient of mcditication for sediment discharge. The th~retical 
coefficient (K)of moditication for sediment discharge can be denoted as the timctior~ of P, A, Z , E etc., the cross 
sectional mean sediment concentration (C) is correlated with P, A, Z and the sediment concentration of the 
reference point. BothP and A may be considered as cosk.nts in the Yellow River. The approach is to establish the 
relation between Kand C instead of that between Kand P, A, Z, E,etc.. In this manner, the procedure of 
modification wiIl be more simple and available to be used. 

The coefiicieat of modification for sediment discharge (K) is detiaed as the ratio of QS,, toe,, in which, Qs,, is 

the total sedim& discharge calculated by using the Program MODEIN-L and Qs,,,is the measured value. 

K is regarded as a gray number which means K varies within a certain scope defkd by a supper and a lower limit. 
Simihy, the rdatio~hip of K and C is considered the grey relation. The smaller the C, the greater the K, the 
greater the C, the smakr the K, and the minimum of K is 1.0. The upper knit, the lower limit, aad the whitening 
weight may most likely not be the same value for di&rem person, but the moditied results should show no difference, 
in other words, the moditied sediment discharge should be verified by comparision between the calculated and 
measured accumulative amount and process of erosion and deposition. 

The procedure to modify sediment discharge by utlizing the relation between Kand C is simple. The K-C relation 
itself has some theoretical basis. The daily measured sediment discharge may be corrected conveniently. The study 
makes clear that the m&tic&ion of sediment discharge for the Yellow River is reasonable and available to be used. 
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APPLICATION OF CORPS SEDIMENTATION TRANSPORT 
COMPUTER MODELS 

Jon B. Fripp’, Jerry W. Webb and Dr. Surya Bhamidipae 

Abstract The two major sediment analysis programs in use by the U.S. Army Corps of 
Engineers are HEC-6 and SAM. The current paper illustrates the strengths and weaknesses 
of these two computer programs through a recent study conducted by the Huntington 
District of the U.S. Army Corps of Engineers. The Athens, Ohio channel improvement 
project is estimated to have prevented over 68 million dollars in damages since its 
completion in 1971 but has incured increasing maintenance costs due to sedimentation. At 
the request of the local sponsor, the Huntington District of the U.S. Army Corps of 
Engineers has investigated several possible alternatives to the continued dredging using 
HEC-6, a Corps of Engineers computer model. The development of an HEC-6 computer 
model often requires more time than many studies allow. Where time or funding is limited, 
the Corps program SAM is often used to assess sedimentation. The current paper presents 
an overview of the Athens, Ohio study results as well as a comparison to the results which 
could have been obtained through the use of SAM. 

INTRODUCTION 

Cities and towns which are located along streams and rivers often have economic areas 
which are located in the floodplain. Channel improvements are a common means of 
providing flood protection for the flood prone areas of these communities. The channel 
improvement discussed in the current paper is located on the Hocking River in Athens, 
Ohio. Since its completion in 1971, the project is estimated to have prevented over 68 
million dollars in flood damages. As is common in many older channel improvement 
projects, this project enlarged the existing channel cross sections in order to increase the 
conveyance of the natural channel. 

The Athens, Ohio flood protection project begins at the remains of White’s Mill Dam and 
extends downstream for approximately five miles. The existing project as well as the 
original river is shown in Figure 1. The channel improvement project consisted of 
straightening and increasing the width of the original channel to 215 feet. The Hocking 

‘Hydraulic Engineers, Hydrology and Hydraulics Branch, Corps of Engineers, 502 
Eighth St, Huntington, WV 25701-2070 

‘Supervisory Hydraulic Engineers, Hydrology and Hydraulics Branch, Corps of 
Engineers, 502 Eighth St, Huntington, WV 25701-2070 
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River through the local protection project is now almost twice as wide and 1,400 feet 
shorter than it was originally. As evidenced by the prevented flood damages, this project 
design is effective in reducing flood water surface profiles. However, the dramatic change 
in the river’s geometry has caused this project to be susceptible to sediment deposition. As 
a result, maintenance dredging has been undertaken to maintain the design conveyance in 
the Athens, Ohio project area. Since project completion, approximately 95,000 yd’ of 
material has been removed from the channel at a cost in excess of $325,000. Figure 2 
provides photographs of the Hocking River above and within the local protection project. 
These photographs show the change in the river geometry between the project and the 
natural river conditions. 

The Huntington District of the U.S. Army Corps of Engineers has investigated possible 
alternatives to the continuation of the current dredging requirements. These alternatives 
include structural modifications to the channel that would either reduce sediment deposition, 
or localize it within easily maintainable areas. The Corps computer programs, HEC-2 and 
HEC-6, as well as site reconnaissance and engineering judgement, have been applied to 
predict the behavior of the river under the various alternative scenarios that were studied. 
Since deposition occurs in the approximate same areas of the project soon after 
maintenance dredging, the current study has also examined the possibility that the Hocking 
River has reached a quasi stable condition with the current deposition. Another possibility 
that has been addressed is that significant flood events would flush the deposited sediment 
through the system. 

HEC-6 SEDIMENTATION STUDY 

Existim Conditions The Corps computer model HEC-2 has been used to assess the 
impact of the current deposition in the project. An HEC-2 model was developed for a 12.6 
mile reach of the Hocking River using cross section dam from a 1992 field survey. A 
second HEC-2 model was developed for the original, design geometry of the project. The 
two models have identical Manning’s “n” values, therefore the calibration of the two 
models are comparable. Both models also use the same downstream rating curve so that the 
only difference between the two models reflects the results of sedimentation in the project. 

By comparing the results of the two models for several large flood events, it was 
determined that the reduction in conveyance, due to sediment deposition, induces an 
increase in flood profiles from 0.5 to 1 foot. While approximately 95,000 yd3 of material 
has been removed from the channel since project construction, comparisons of design and 
current cross sections show that the original channel cross sectional shape has been reduced. 
To regain the original conveyance of the project, either dredging efforts must be increased, 
the sediment transport capacity of the channel must be increased, or the amount of sediment 
that enters the channel must be reduced. 
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Develoament of the HEC-6 Model The Corps computer program, HEC-6, has been used 
to model the erosion and depositional trends in the project. This program simulates the 
sediment transport capacity of a river by mathematically modeling the interaction between 
sediment inflow and the hydraulic characteristics of the study reach. It is important to note 
that high water surface profiles calculated with HEC-6 and HEC-2 are not necessarily 
directly comparable. As a rule, HEC-6 is used to predict changes in flood profiles over time 
while HEC-2 is used to calculate flood profile elevations. The required input into HEC-6 
includes such site specific information as geometry, inflow hydrology, sediment inflow, and 
sediment transport capacity. 

The geometry for the HEC-6 model was obtained from the first HEC-2 model. Sediment 
samples were taken from the bed of the study reach and used to develop the bed gradation 
of the model. Forty years of streamflow records were obtained from several USGS gages 
for the hydrologic input in the HEC-6 model. The Corps’s Sediment Weighted Histogram 
Generator (SWHG) program was used to reduce the 365 mean daily records into blocked 
histograms of thirty events per year. The sediment yield of the watershed is required as 
input into the HEC-6 model. Since historical records of sediment inflow do not exist, 
Toffaleti’s (1948) computational technique was used to determine total sediment load, as 
well as the sediment distribution by size fraction for various discharges. Results of this 
technique were adjusted to reflect local conditions by using a regression relation between 
mean annual sediment discharge and mean annual water discharge that is provided in the 
USGS report titled “Summary of Fluvial-Sediment Studies in Ohio, Through 1987”. 

Madden’s (1985) modification of Laursen’s (1958) relationship was selected for the sand 
transport equation in the HEC-6 model. Many of the other sediment transport methods 
available in HEC-6 were tested but they produced thalweg elevations which became 
progressively unstable with time. In HEC-6, the basis for simulating vertical movement of 
the bed in response to scour or deposition is the Exner equation for continuity of material. 
It was determined that five iterations of the Exner equation produced the most stable 
results in the current model. Long term depositional trends indicated by the model 
compared favorably to historic dredge records. 

The results of the HEC-6 computations are very dependent upon the accuracy of the dam 
used to calibrate the model as well as the assumptions made concerning the equations used 
to model the interaction of sediment and flow. Where possible, each step taken in the 
development of the HEC-6 model was checked with available information. Therefore, it is 
necessary to conduct a sensitivity analysis to assess the impacts of possible errors. It is very 
labor intensive to develop and calibrate an HEC-6 model. Depending upon the skill of the 
modeler and the available information, the development of an HEC-6 model to this point 
can take up to three months. In many situations, not all of the information ‘is readily 
available thus the creation of the HEC-6 model can take even longer. 

IV- 11 



Alternatives Several channel maintenance options were analyzed in the current study. 
These include allowing the current conditions to continue without maintenance, a 
compound channel through the project with a dry floodway on the right bank, channel 
improvements downstream of the project, construction of an upstream sediment trap, the 
use of flood walls and/or levees, reconstructing White’s Mill Dam, reconstructing White’s 
Mill Dam with an upstream sediment trap, and reconstructing White’s Mill Dam with 
channel improvements downstream of the project. The performance of each alternative was 
measured by pulsing the peak discharges of test floods through the HEC-6 model at short 
time increments, both at the beginning and the end of the 40 years of record. This provides 
“before” and “after” water surface profiles. The effect that the alternative under 
consideration has upon the sedimentation in the project is reflected in the relative elevation 
difference of these water surface profiles. The analyses of some of these alternatives are 
summarized below. Of these alternatives, only those that involve a sediment trap provide 
a cost effective and practical solution. 

Current Conditions Allowing current conditions to continue without maintenance 
dredging was modeled by simply allowing the HEC-6 model to run over the available 40 
years of flow records. The model indicates that a steady state condition will not be achieved 
in this time frame and that deposition will continue in the project. The results of a 100 year 
flood was also modeled using HEC-6. The model indicated that the rising limb of the 
hydrograph would deposit more material in the project and that the peak discharge would 
not erode a significant amount of material. 

Compound Channel with a Floodway The main objective of a compound channel with 
a floodway was to create a self maintaining pilot channel to carry the normal river flow 
with a floodway to pass the flood flows. The pilot channel was designed using regime 
theory approximated the original channel dimensions of the Hocking River through Athens 
before construction of the project. The pilot channel meander was configured in the model 
to coincide with the current sand bar deposition. The HEC-6 model indicated that 
deposition in the pilot channel would be significantly reduced. Unfortunately, the size of 
the floodway is limited by existing bridges and roads. As a result, the overall conveyance 
in the project would be reduced and the flood profiles would be raised. 

Downstream Channel Improvement An HEC-2 analysis indicates that, by improving 
the channel below the project, flood profiles are lowered in the project. However, an HEC- 
6 analysis indicates that this downstream channel improvement does not improve the 
sediment deposition problems in the project. While the proposed channel improvement 
remains relatively clear and stable, material continues to deposit in the existing project. 
Eventually, without continued dredging efforts, the advantage qf the channel improvement 
would begin to diminish. 

Sediment Trap In the current study, alternatives that involve an upstream sediment trap 
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were the most successful with respect to providing long term reductions in water surface 
profiles, and in reducing much of the maintenance required in the project. The concept of 
a sediment trap, a dredged hole in the stream bed, is to provide a local sink for intlowing 
sediment so that deposition is confined to one area where it can be periodically removed. 
This alternative confines the maintenance of the project to monitoring and periodically 
removing material from a single location rather than over the length of the project. HEC-6 
has the capability to directly model this option. The model indicates that the sediment trap 
reduces much of the sediment transport into the project and that flood water surface profiles 
would be lowered over time. 

SAM SEDIMENTATION STUDY 

The Corps computer program, SAM can be used to calculate sediment-discharge rating 
curves for given hydraulic parameters. These sediment rating curves can be integrated with 
flow-duration measurements to calculate average annual sediment yield for a reach of river. 
Sediment yield is often calculated as part of a sediment impact assessment. While a 
sediment impact assessment was not utilized in the Athens, Ohio study, it has been 
conducted for the current paper to provide a comparison of results with the more involved 
HEC-6 analysis. 

A sediment impact assessment study uses a sediment budget analysis to assess the potential 
for degradation or aggradation of sediment. With this procedure, the estimated average 
ammal sediment load entering the project is compared to the average annual sediment load 
that the project is capable of transporting. If there is more material entering the project than 
the project is capable of passing, the difference will most likely be deposited in the project. 
If the project can transport more material than is entering the area, then erosion can be 
anticipated. A sediment budget analysis using the Corps computer program SAM is 
significantly less time consuming than a full HEC-6 study. However, when used for a 
sediment budget analysis, SAh4 typically provides results that are more qualitative than 
quantitative in nature. The capability of SAM to quantify erosion or deposition at specific 
locations is limited. Since the goal of the Athens, Ohio sedimentation study was to 
investigate several options to continued dredging, the sole use of a sediment budget analysis 
was not appropriate. 

To determine average annual sediment yield, it is necessary to calculate hydraulic 
characteristics of the stream under flows of known exceedence durations. These flows have 
been obtained from the USGS water data report number OH-94-l for 90%, 50%, and 10% 
exceedence. The required hydraulic properties are velocity, depth, stream width, and energy 
slope. These values have been obtained. from the HEC-2 model for the reach of the 
Hocking River above the project and for the reach of the Hocking River in the project 
reach. While it is not necessary to conduct the extensive sediment sampling required in the 
HEC-6 study, a characteristic bed gradation for the study reach is used in the SAM model. 
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All of the input used in the SAM model are reach-characteristic values. They do not reflect 
the localized changes which are characteristic of the alternatives that were investigated in 
the current study. 

SAM contains a feature which provides guidance in the selection of sediment transport 
functions given the hydraulic parameters of the study reach. Both Yang’s and Madden’s 
modification of Laursen’s equations were recommended by SAM for the hydraulic 
parameters which are characteristic of the Hocking River in the project area. Since there 
is little evidence of armoring in the project reach, it is assumed that the entire sediment 
transport capacity is utilized. Both of these transport functions indicate that approximately 
80% more material will be transported by the reach of the Hocking River that is above the 
project than can be transported by the Hocking River within the project. This result agrees 
with the HEC-6 model insofar as that the project reach will continue to experience 
significant sediment deposition. However, even if all of this excess material is assumed to 
deposit within the project, the SAM results slightly underestimates the deposition indicated 
by the dredge records and the HBC-6 model. Nevertheless, as an order of magnitude 
approximation, SAM provides satisfactory results. The conclusion of the sediment budget 
analysis is that the current Athens, Ohio project is a depositional reach that will require 
significant dredging to maintain design conveyance. The most significant advantages that 
a SAM study has over HBC-6 study is cost and time. Depending upon the skill of the 
modeler and the available information, a sediment budget analysis could be completed in 
two to three weeks. 

SUMMARY 

The Corps sediment transport models, HEC-6 and SAM indicate that the Hocking River, 
through the Athens, Ohio local protection project, is a depositional reach and will continue 
to be so as long as current conditions persist. A sediment impact level of analysis using 
SAM can be used to arrive at this conclusion a lot faster that an HEC-6 study. However, 
an HEC-6 study is necessary to quantify the deposition and to assess the relative merit of 
different options to continued dredging. 
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Figure 2a. Hocking River above the Athens Ohio channel improvement project. 

Figure 2b. Hocking River in the Athens Ohio channel improvement project. 

IV- 16 



EVALUATION OF STREAM-SEDIMENTATION MODEL 

By Weixia Jin, Graduate Student; Chao-Lin Chiu, Professor, Department of Civil & 
Environmental Engineering, University of Pittsburgh, Pittsburgh, PA 15261; Shou-shan Fan, 

Federal Energy Regulation Commission, Washington, D.C. 20426. 

Abstract: Four test elements have been identified that tend to affect the flow properties computed with a 
sedimentation model.The orthogonal test design has been found capable of representing efficiently the 
possible combinations of individual factors at all levels of variation in evaluation of stream-sedimentation 
model. Sensitivity of sediment discharge should be tested with respect to individual factors at different 
values at different locations. Sediment discharge computed by HEC-6 has been found to be most sensitive 
to water discharge. 

INTRODUCTION 

There are a number of test elements to be considered in determining the sensitivity of a flow property 
computed by a sedimentation model. They include (a) test design, (b) factor to be tested for its effect on 
the flow properly, (c) value of the factor within its possible range of variation, and (d) location of the river 
section at which the sensitivity tests are to be conducted. In this paper the three river-flow properties 
considered are the water-surface elevation, bed elevation and sediment discharge. The six factors considered 
to be affecting the flow properties are Manning’s n, water discharge, channel slope, bed-material size, 
sediment inflow and time interval of computation. For illustration, HEC-6 was tested by using the data 
(EX3.DAT) from a river channel of movable boundaries provided by the developer of EC-6 model (US. 
Army Corps of Engineers 1993). Fig. 1 gives a schematic plan of the river channel that includes a lake 
(reservoir) and indicates the river sections where the sensitivity tests were conducted. 

EFFECT OF TEST DESIGN 

Within the possible ranges of variation of the factors to be considered, a test design to be selected should 
satisfy the requirement that the test points are uniformly distributed in the multidimensional space formed 
by the factors, so that all possible combinations of the factors at different values may be represented in the 
test. The “Orthogonal Experimental Design” or “Taguchi design” (Taguchi 1987) is a technique developed 
to satisfy this uniformity requirement in an efficient manner by minimizing the number of tests required. It 
allows testing the sensitivity of a computed flow property to a factor at a certain value or “level,” under 
possible combinations of the other factors at various possible values that can be represented by levels 1,2, 
3 et al. In practical applications of orthogonal design, selection of tests will depend on the actual numbers 
of factors and levels of these factors to be considered, and has been worked out in easy tabular forms by 
Taguchi (1987). For example, for the present case with the six factors (Fan 1988) and three levels of these 
factors defined in Table 1, there are eighteen tests shown in Table 2 to be conducted under the orthogonal 
design. The elements of Table 2 are 1,2 or 3 that represents a level of an individual factor, above, at or below 
the norm. For example, if the upper and lower limits of a factor are plus and minus 5% of the norm, the 
levels 1,2 and 3 of the factor are 1.05, 1.00 and 0.95 times the norm, respectively, as shown in Table 1. 

Figs. 2 and 3 show the effect of the difference in test design on the sensitivity of computed water surface 
elevation (H) or bed elevation (BH) to each of the six factors is expressed in terms of the deviation of the 
water surface elevation or bed elevation, in percentage of local water depth, from that computed with all 
factors fixed at their norms. In the orthogonal tests the “norm” shown in the figures means that the particular 
factor being considered is at its norm (level 2),but the other five factors are at all possible levels (levels 1, 
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2,3), whereas in the single-factor tests, the norm situation means that all six factors are at their norms. This 
explains why the test results at the norm situations under the two test designs are different. Fig. 4 compares 
the sensitivity of computed sediment discharge (QJ to each of the six factors, in which plotted on the vertical 
axis is the deviation (in percentage) of sediment discharge from QrO or the sediment discharge computed with 
all factors fixed at their norms. 

These figures show that the effect of test design on the sensitivity of flow properties to each of the six factors 
is appreciable mainly at channel sections upstream from the dam in which the backwater effect exists. In 
general, a higher level of sensitivity of a computed flow property to each factor can be detected under the 
orthogonal test design. 

EFFECT OF INDIVIDUAL FACTORS 

The sensitivity analysis revealed that the three flow properties are relatively sensitive to the channel slope, 
water discharge, and Manning’s n. These three factors can be ranked 1, 2 and 3, respectively, in the 
sensitivity of water surface elevation and bed elevation; and ranked 2, 1 and 3, respectively, in the sensitivity 
of sediment discharge. The particular importance of water discharge to computation of sediment discharge 
should be noted. Flow properties are generally more sensitive to the factors in sections upstream from the 
lake that are under the backwater effects; however, the computed sediment discharge downstream from the 
lake is also sensitive to the three factors, especially to the water discharge. 

EFFECT OF LEVELS OF INDIVIDUAL FACTORS AND 
LOCATIONS OF CHANNEL SECTIONS 

The sensitivity of a flow property to an individual factor also tends to vary with the value of the factor within 
a possible range of variation as well as the location of the channel section. At a given channel section, a flow 
property may not be appreciably sensitive to a factor when the factor is within a certain range but the 
sensitivity may increase dramatically beyond the range. FigsS-7 show the variations of flow properties 
along the river, when the range of water discharge is varied. The response of a flow property to each factor 
was obtained by averaging the results from the six orthogonal tests, in which the range of the factor 
considered was varied while the ranges of the other factors were kept constant at 6% about the norms, since 
it is reasonable to consider that a ~5% fluctuation or error in any factor is practically negligible. Physically, 
the norm of a factor may be considered as an estimated value while the actual value may be a certain percent 
(-+5%, *lo% or *20%) lower or higher than the estimated. The variations of flow properties from those 
computed at the norms represent the errors in estimation. In reality a plus or minus 20 percent errors in 
estimation of Manning’s n in a river flow commonly occur (Chow 1959). Errors in estimated values of some 
of the other factors may be even greater and vary from factor to factor. Generally, the variation or uncertainty 
of computed flow properties increases with the distance from the boundary from which the computation 
begins due to the accumulation of numerical errors. The sediment discharge is most sensitive to the water 
discharge although it is also very sensitive to the bed slope and Manning’s n. The sensitivity is great in and 
in the vicinity of the lake. This implies that, in estimating the sediment inflow to a reservoir the accuracies 
of these three factors, the waters discharge in particular, are important and should be carefully estimated. 

SUMMARY AND CONCLUSION 

Flow properties computed with a model tend to vary with the test elements that have been identified. The 
orthogonal test design is capable of representing efticiently and uniformly the possible combinations of 
individual factors at all levels of variation. This is important since the sensitivity of a computed flow 
property tends to depend on the value of the factor within its possible range of variation, Furthermore, the 
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sensitivity of a computed flow property to a factor also varies with the location of the river section. 
Therefore, the sensitivity of sediment disr!mrge computed by a model should be tested and analyzed with 
respect to individual factors at different values at different locations. The sensitivity of sediment discharge 
to a factor indicates the importance of the factor and the accuracy of the estimated value of the factor 
required by a model. For example, the sediment discharge computed by HEC-6 has been found to be most 
sensitive to the water discharge, especially in a region upstream from a dam where the backwater effect 
exists. Therefore, the estimated water discharge must be sufftciently accurate in order to assure the accuracy 
of sediment inflow to a reservoir computed by HEC-6 or any other model. 
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Table 1 Test Factors and Three Levels of Variation 

Table 2 Orthogonal Tests with Six Factors and Three Levels 

Factors 

A ( 
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Fig. 5 Effects of Variation of Water Discharge and Location 
of Channel Section on Water Surface Elevation 

Fig. 6 Effects of Variation of Water Discharge and Location 
of Channel Section on Bed Elevation 

Fig. 7 Effects of Variation of Water Discharge and Location of 
Channel Section on Sediment Discharge in 53 Days 
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HYDRAULIC GEOMETRY FOR POLLUTANT LOADING COMPUTER MODELS 
USING GEOGRAPHICAL INFORMATION SYSTEMS TO DEVELOP INPUT DATA 

By: Fred D. Theurer, Agdculhwal Eagiaeer, Nataral Resources Coaservntion Service, USDA, Washington, DC; 
Carlos V. Aloaso, Research Hydraulic Engineer, National Sedimentation Laboratory, USDA, Oxford, MS, and 

Jerry M. Rerasrd, National Ge&gist, Nataral Resources Coaservntioa Setice, USDA, Washington, DC. 

Abstract: Stream channel field data @a&id1 flow area, top width at bankfoll, drainage areas, channel lengths, 
elevation, and Manning’s rouglmess) were collected in tbrec different basins that have widely divergent 
gmmorphology. The advantages of using hydraulic geometry as a function of drainage area for geographic 
information system based pollutant loading computer models are explained. Power-law functions of top width & 
flow am at bankfull versus drainage arcas were developed. Error analyses were performed. Comparisons were 
made to published regionalizcd power functions. One of the hydrologic modeling uses (Tc) was tested and 
comparisons made. 

INTRODUCTION 

The purpose of this paper is to: 
1. Demonstrate the efficiency and efficacy of using hydraulic geometry equations derived from geomorphic 

relationships. 
2. Compare results using hydraulic geometty relationships derived from field data collected in each HUA 

(llteut’er & Bernard 1992; Iivari & Tbeurer 1993) to rcgionalized relationships (Doone &Leopold 1978; 
Leopold 1994). 

As a part of the USDA’s water quality initiative, eight hydrologic unit areas (HUA) were selected to beta test 
USDA Natural Resources Coasexwtion Sexvice’s (NRCS) pollutant loading (FL) computer mod&geographic 
information system (GIS) interface. This paper mports on three of these HUA’s. The PL computer mod& that arc 
being used are the NRCS versions of the Agriculhual Research Service’s (ARS) &tic&oral Non-point ~urce 
pollution (AGNPS) (Young et al. 1987) and simulator for Water Resoorm in Rural &siiHater Quality 
(SWRRBWQ) (Arnold et al. 1990) watershed-scale computer models. 

The thee HUA’s sekcted were: 
(1) Seco Creek Demonstration Projec& Creek (total drainage area of 39,471 acres & 6 cross-s&ions) & 

Little Seco Creek (total drainage. area of 12,467 acres & 6 cross-sections), is a source of recharge water for 
Edwards Aquifer, Texas. 

(2) Greenbriar Water Quality Pmjec-Dm4s Hollow Basin (total drainage area of 2700 acres &. 39 cross- 
seaions), Hole Basii I (total drainage. am of 193 acrea & 4 cross-sections), and Hole Basii ll (total drainage 
area of205 acres & 7 cmss-sections), arc tributaries to tbe Greenbriar River, West Virginia. 

(3) New York City Water Supply Project-Wtights B&k (2 subwatersbeds with maximum dr@ge areas of 
1931 actes with 4 cmss-axtions & 1807 BCIIS with 8 cmss-scctions) and KitT Brook (2 subwatcrsheds with 
maximum drainage areas of 3986 acres with 7 cross-sections & 1750 acres with 7 cross-sations). Both are 
upstram basins in the West Branch of the Dclawarc Riwr Basin, New York. 

Below the contluence of Seax & Little Seco Creeks, nearly all of the. low flow discharge rechargea groundwater. 
Davis Hollow & the. Hole. Basins arc in a karst geologic area. Bach Hole Basin terminates as a sit&hole. All of the 
Davis Hollow surf&e runoff for the upper third of the draiaagc area flows into a cavern at a single known sinkhole. 
The undergmund flow reappam at an outlet for the cavern at a single known location in the stream near the lower 
end of the watershed. The surface runoff for Wrights Brook & Kiff Brook remains as smface flow in the stream. 
Theroarenosinksorcavcmsinthestrcamsystcm. 

The authors collected the field data for the Sea, & Greenbriar projects using a cloth tape, hand level, & rod. 
Horizontal control was done. by locating the cross-sections on USGS 7.5 minute quadrangle sheets. Drainage 
areas, stream channel lengths, & slopes were calculated by means of measorements from the quadrangle sheets. 
hfamby’s “n” vales (channel roughness) were estimated by visual inspection in the field. The field data for 
Wrights Brook & KiffBrook were provided by the NRCS New York staff. 

IV-25 



THE POWER FUNCTION 

Eauatioas: Watershed-scale hydrologic modeling requires stream channel hydraulic geometq. NRCS’s PL 
computer models assume rectangular channel cross-sections. All NRCS versions of PL computer models for 
nrrface runoff involve the development of hydmgmphs using unit hydmgmph methods. They also involve the use 
of sediment transport models based on unit discharge models (flow per foot of top width). NRCS unit hydrograph 
generation uses a time of concentration based upon bankfull depth of flow, and unit discharges are based on top 
widths at baukfbll. 

An important practical necessity for G&based hydrologic modeling is that the input data for computer models be 
related to spatial data as much as possible; i.e., hydraulic geometry should be related to drainage area rather than to 
domiuant or reference discharge. For one thiug, discharge is not readily available in ungaged watersheds. For 
another, grid- computer models squire bank&U top width & associated hydraulic depth for each grid cell. 
Several thousand cells may be needed for large watersheds. It is not practical to manually input the hydraulic 
geometry for such applications, necessitating simple geomorphic relationships. 
It is a widely accepted empirical fact that baukfull hydraulic geometry is related to drainage area (Duune & 
Leopold 1978). Accordingly, Equation 1 & Equation 2 are the two hydraulic geometry equations that were 
determined by regression analysis. They are: 

A,=a.D; 
Equation 1 

Where: 
Ab = flow area at bsnldull flow, fi*; 
a = hydraulic geomeby coefficient for the flow area at bankfull flow; 
b = hydraulic geometry exponent for the flow area at bankfuU flow; and 
0. = drainage area, acres. 

w, = ~0.” 

wherez 
c = hydraulic geometry coefficient for the top width at bank&U flow, 
Do= &ahgearea,acm; 
d = hydraulic gmmetry expoueut for the top width at bankfuu flow, and 
w, = topwidthatbaukfuUflow,A. 

Equation 2 

Epustion 3 is the third hydmulic ga~metty equation and is delined by the definition for hydraulic depth 
(Db=Ab/r&). 1ti.s: 

Db =e.DL 
Equation 3 

whem 
Db = hydraulic depth at baukfidl flow, ft; 
e = hydraulic geomehy coe&ient for the hydraulic depth at bankfull flow; and 
f = hydraulic geometry exponent for the hydraulic depth at bankfuU flow. 

ThC d&litiOtl for tha hydlXulic depth determines the coefficient & exponeut in Equation 3. Equation 4 & 
Equation 5 can be derived by dividing l3pmion 1 by Equation 2. This leads to: 

e=alc 
EQualion 4 

WhereI 
U = hydraulic gmmetty coefkient for the flow area at bankfull flow; 
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C = 
e = 

and: 

b = 
d= 
f= 

hydraulic geometry coefficient for the top width at bankfull flow; and 
hydraulic geometry coefficient for the hydraulic depth at bankfall flow 

f =b-d 

hydraulic geometry exponent for the flow area at bankfull flow; 
hydraulic geometry exponent for the top width at bankfoll flow; and 
hydraulic geometry exponent for the hydraulic depth at baokfull flow. 

Fkpation 5 

CoefIicients & Exocments: The regionalized power law ccefficients & exponents shown in Table 1 were taken 
from Figure 8.5, Leopold (1994) and corrected for units (drainage area from square miles to acres). Leopold states 
that the data used to develop these cones were taken from basins in: 

. Corva A-Mediterranean climates of winter rainfall such as the San Francisco region at 30 inches ammal 
precipitation. 

l Curve B-high-rainfall areas such as Pennsylvania, with average ammal precipitation of 45 inches. 
l Cwe C-mountain areas in the Upper Green River, Wyoming. 
l Curve D-mountain areas in the Upper Salmon River, Idaho. 

Table 1: Regionalized Power Law Coefticients & Exponents 
@/?a Leopold 1994) 

To determine the HUA field data power law coefficients & exponents, standard least squares regression of the log 
tmsfotms of the flow am, top widths, aad drainage areas for ail the cross-sections in each watershed were done. 
The coefliciettts were adjusted to generate a mesa error (fi) of zero for the field data set. An alternative could be to 
gemateameanemr(%)ofm. 

Table 2 shows the HUA field data coefficients & exponents calculated for each of the three HUA’s. The 
mgionalized values were selected from Table 1. Seco Creek was assumed to be similar to the Mediterranean 
climate (cone A) because of its limited average annual precipitation. The Greenbriar HUA was assumed to be 
most iii the high-rainfall areas soch as Peonsylvania (curve B), 

Initially, the New York HUA was assomed to be most like Curve B because it is also ia a high-rainfall area. 
However, the errors were so great that curves C & D were investigated. Cmws C & D each gave a much better fit 
thancmveB. CarveDgavethebeatfit. 

Does this mean the upstream watershe& of the West Branch of the Delaware River in New York are hydra- 
geomofphically sirnib to the mountain areas of the Upper Salmon River in Idaho? 

The regionalii top width power fanction fits the filed data reasonably well (see Table 4). The regional&d flow 
area power function does not (see Table 3). The upstream watersheds in the Rocky Mountains run much deeper 
than the upstream watersheds in the West Branch of the Delaware River (see Table 5). 
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Does fhis mean that more hydra-geomorphic regions for hydraulic geometry should be done with better 
descriptions? 

Table 2: Power Law Cocffkients & Exponents 
(regionaliid vnlues after Leopold 1994) 

1.624 1 0.534 1 0.384 1 0.64 

I 

0.441 1 0.219 1 0.280 1 0.26 

I I I 

11 0.192 1 0.291 1 0.257 1 0.28 

I I I 

~ 0.0518 1 0.3604 1 0.172 1 0.24 

E~w hdvsip; Table 3 SLOWS the mean (E) & standard deviation (0) for the flow areas and associated errors. 
The prcdietcd HUA field data caleoiations were based upon the respective HUA’s field data coefficients & 
exponents. The regiomtlized calculations were based upon the respective HUA’s regicnalized coefficients & 
exponents. The statistics (a & o) are for all field data cross-sections for the respective HUA’s. The error statistics 
in feet are defined to be the difference between the predicted and the obselvcd. The error statistics in percent are 
delined to be the di&rmce between the predicted and the cbse~ed divided by the observed times 100. 

Table 3: Flow Area Statistics 

I , I ~~~ I ~~.~- I --- 

158.25 1 158.95 1 135.01 1 53.2 i 117.12 1 129.04 1 41.3 

9.98 1 9.98 1 0.00 1 23.0 1 10.91 1 0.93 1 37.2 1 

@It 4.49 i 3.61 i 2.21 i i 41lO i 

Table 4 shows the man (a) & standard deviations (0) for the top widths and associated errors. The calculations 
were done in the same manner as Table 3. 
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Table 4: Top Width Statistics 

7.91 

3.93 

63.00 0.00 16.0 43.88 -19.12 -20.0 

33.18 33.37 45.5 25.19 33.25 35.2 

9.41 0.00 1.3 8.36 -1.11 -3.2 

5.81 3.85 40.7 4.84 3.49 35.5 

7.91 0.00 7.6 7.95 0.03 9.9 

3.33 1.90 30.3 3.05 1.97 32.4 

Comoarisons: A definition of an average hydraulic geometry parameter for a specific watershed is the definite 
integral of the power function whose lower limit is 1 acre and upper limit is the maximum drainage area, and then 
divided by the difference behwen limits. Table 5 shows the ratio of the regionalized to the HUA field data 
averages for upper limit drainage areas of 1 acre and the maximum drainage areas for each of the two sobbasins in 
each HUA. 

Tabk 5: Ratio of Ragionalized to EUA Field Data Power Law Average Hydraulic Parameters 

0.24 0.66 0.58 1.39 1.05 1.17 4.81 1.57 1.38 

0.37 0.70 0.64 1.04 0.85 0.92 1.45 1.03 0.99 

0.63 0.94 0.90 1.34 1.24 1.28 3.32 1.32 1.39 

Figure 1 shows a graph of aU of the Seco Creek’s data for the flow area versus drainage area. The obsexwi points 
are the achml field data and the line olots are the two medicted awes-HUA Field Data & Leopold (Curve A). 
Figure 2 does the same for the top widths. 
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‘igure 1: Seco Creek-flow area vs drainage area. 
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Figure 3 shows a graph of all of the Greenbur’s data for the flow area versus drainage area. The observed points 
are the actoal field data and the line plots are the two predicted corvesHUA Field Data & Leopold (Curve BL 
Figure 4 does the same for the top widths. 

Figure 5 shows a graph of all of the New York City’s data for the flow area versus drainage area. The observed 
points are the actual field data and the line plots are the two predicted curves-HIJA Field Data & Leopold 
(Cmve D). Figure 6 does the same for the top widths. 

Time Of Concattrations: One of the major uses of the hydraulic, geometry in hydrologic modeling is to compote 
the time of concentraticm IJ.) in order to generate hydrographs. Differences between T.‘s calculated using the 
field data (observed) and the hvo power function predictions (HUA Field Data & Leopold’s cwves) are shown. 

Travel times Q for each stream reach was calculated based upon the velocity at bankfuU. Tt is defined to be the 
channel length divided by the harmonic mean of the velocities of the up & downstream cross-s&ions for the reach. 
Upstream T;s were summed to determine the T, for the respective cross-section’s drainage area. The channel 
lengths, elevations, Manning’s roughness provided with the field data were used with the respective hydraulic 
geometry’s method (observed, HUA field data, &Leopold) for the calculations. 
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Figure 7 shows a graph of the time of concentration versus drainage area for the main stem of Sect Creek. The 
observed points are the actaal field data and the line plots are the two predicted curves-HIJA Field Data & 
Leopold (Curve A). Fiaure 8 is the same but for Little S&o Cxek. The two predicted line plots in Figure 7 are 
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Gpre 8: Little Seco Creek-time of concentration 
vs drainage area. 

Figure 9 shows a graph of the time of concentration versus drainage area for the upper portion of Davis Hollow 
Basin before it is caphued by the sink. The observed points are the field data and the line plots are the IWO 
predicted curves-HUA Field Data & Leopold (Curve B). Figure 10 is the same but for the lower portion of Davis 
Hollow atIer the sink. 
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‘ipre 9: Upper Davis HoUow Basin-time of 
concentration VI drainage area 

Figure 11 shows a graph of the time of concentration versus drainage area for Wrights Brook. The observed points 
are the field data and the line plots are the two predicted curves-HUA Field Data & Leopold (Curve D). 
12 is the same but for KiffBrook. 

Figure 
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Figure 11: Wrights Brook-time of concentration 
VI drainage m-e& 

1 Ji 
Interpretations & Conclusions 

Table 5 indicates that there can be significant differences between power functions based upon specitic watershed 
field data and the limited regionalized power functions. Furthermore, the ditlicoky in determining the best set of 
regional&d power function parameters suggests that additional development of region&z& hydraulic geometry 
should be done in conjunction with better definitions for the hydra-geomorphic regions. 

The authors reached the following conclwions: 
l Power fimctions for the hydraulic geometry as a function of drainage area are powerful tools when used in 

conjunction with hydrologic models; and may be necessary for those computer models requiring large volumes 
ofvarying hydraulic geometry. 

l Pow.1 t%nctions can m be expected to predict tbe hydraulic geometry at a specific location but does predict 
the. down&mm trend and can be calibrated to reproduce some selected hydraulic geometry statistics. 

l Power fonctions can be wed with some assurance that they will perform reasmably well with hydrologic 
models(as was demonstrated by the T. comparisons); however, further error analysis should be done with 
respect to sediment transport. 

. Until formal hydra-geomorphic regions are defined and their hydraulic geomew parameters are developed, 

field data collection is recommended either to calibrate a set of hydraulic geometry parameters for a specific 
watershed or to aid in choosing a regionalii set ofvalues (as was demonstrated for the New York HUA’s). 
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EVALUATION OF SELECTED INSTRUMENTS FOR MONITORING SCOUR 
AT BRIDGES IN NEW YORK 

Gerard K. Butch, Hydrologist, U.S. Geological Survey, Troy, N.Y. 

Abstract: Reliable methods to monitor scour at bridges are needed to ensure public safety and minimize the cost to repair 
or replace vulnerable bridges. The U.S. Geological Survey, in cooperation with the New York State Department of 
Transportation, is evaluating four instmments for the Federal Highway Administntion’s Demonstration Project 97, “Scour 
Monitoring and Instrumentation.” The instruments include (1) a magnetic sliding collar developed in the National 
Cooperative Highway Research Program (NCHRP), (2) an NCHRP sonar system, (3) a commercial sonar and satellite 
t&m&y (SST) system, and (4) a commercial multichannel sonax and telephone telemetry (MSTT) system. 

The instruments were installed between August 1994 and February 1995 and were not damaged by ice or debris during the 
first year of operation. The reliability of the equipment requires further evaluation because the 1995 peak discharges were 
less than 50 percent of the mean-annual peak discharges at the study sites. Minor errors in the sliding-collar measurementS 
resulted from accumulation of excess sensor cable at bends in the pipe. The errors between median sonar depths and field- 
measured depths ranged from 0.2 to 0.4 feet. Sonar data were adversely affected whenever a transducer was exposed to air, 
ice, or debris, or located less than the minimum distance from the strcambed (l-2 feet). The MSTI system measured 0.4 
feet of scour that developed during a 12.hour period beginning about 6 hours before the 1995 peak discharge. 

INTRODUCTION 

Bridge failures in California during March 1995 reemphasize the dangers of scour noted in the 1987 collapse of the New 
York State Thruway bridge over Schohaie Creek. Streambeds at about 85,ooO bridges in the United States are vulnerable 
to scour, and an additional 1CQooO bridges have unknown foundations that must be monitored &agasse and others, 1995). 
The Federal government spent abat $200 million to repair bridges damaged by flood-s during the 1980’s. Repair costs in 
New York were about $7 million, and indirect costs to business and industry in New York were about $36 million (Rtxdes 
and Trent, 1993). Reliable met&is to monitor scour at bridges are needed to ensure public safety and minimize the cost to 
repair or replace vulnerable bridges. 

The National Cooperative Highway Research Program (NCHRP) in 1989 began project 21-3, “Instmmentation for 
Measuring Scour at Bridge Piers and Abutments,” to develop, test, and evaluate scour-monitoring instruments. 
Subsequently, the Federal Highway Administration (FHWA) developed Demonstration Project 97 (DP-97), “Scour 
Monitoring and Inshumentation,” to promote new and innovative equipment that State and local highway departments can 
use to measure and monitor scour. 

The U.S. Geological Survey (USGS), in cooperation with New York State Dqxutment of Transportation (NYSDar), is 
evaluating four scour monitors for FHWA DP-97: (1) an NCHRP sliding collar, (2) an NCHRP sonar system, (3) a 
cmmnercial sonar and satellite telemetry (SST) system, and (4) a commercial multichannel sonar and telephone telemetry 
(MSTIJ system. Scow holes that were present before installation of the sliding collar, SST system, and MSTT system 
were backf&d with bed material by NYSD(IT. Data collected from the instnunents are being compared with field 
observations to verify spatial and temporal changes in stxamted elevations. 

This report describes the installation procedures and principles of operation for each instmment; it also describes the 
performance and accuracy of the equipment during the tint year of monitoring. 

SCOUR-MONITORING INSTRUMENTS 

The reliability of a sliding collar and three sonews in New York’s harsh stxam environment is being evaluated in a 2.year 
study. ‘Ihe instruments were installed between August 1994 and February 1995, and methods to protect the equipment 
from ice and debris are also being evaluated. Futher information on the design and operation of sonar systems are 
described by Mueller and Landers (1995). Hayes and Dmmmond (1995), and Cmmrine (1992). 
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NCHRP Slidim Collar: The NCHRP magnetic sliding collar (fig. 1) is a simple device that rests on the streambed and 
slides down a Z-in i.d. vertical stainless-steel pipe as the streambed is scoured beneath the collar. The sliding collar at State 
Route 30/145 over Schoharie Creek at Middleburg, N.Y was installed in September 1994 Before installation, NYSDOT 
backfilled with sand, gravel, and cobbles a scour hole that partly exposed the footing, and used a drill rig to lower the 
stainless-steel pipe into a lo-ft borehole at the upstream side of the footing. The collar (fig. 1) was mounted Neal the top of 
the stainless-steel pipe, about 25 ft below the bridge deck and 0.5 A below the streambed. Schedule-40 galvanized pipe 
was attached to the stainless-steel pipe and was supported by a steel bracket at the base of the pier. Schedule-80 galvanized 
pipe was mounted to the upstream side of the pier from the steel bracket to the bridge deck. Rubber O-rings and a 
waterproof compound prevented seepage into the pipe. The distance from the top of the pipe to the collar was measured 
from the bridge deck by a sensor attached to the end of a 40.f-long graduated cable. The cable was inserted into the pipe 
until the sensor was adjacent to the magnetic collar and activated a buzzer. 

Figure 1. Sliding collar installed upstream of bridge pier at 
State Route SO/145 over Schoharie Creek at Middleburg, N.Y. 

WXRP Sonar An NCHRP sonar device was installed at State Route 418 over the Hudson River near Warrensburg, N.Y. 
in October 1994 to monitor the stability of rock installed by NYSDOT at the base of the pier. The device measures the time 
required for an 8”, 192.kHz acoustic pulse to travel from the transducer to the streambed and back. The range of the sonar 
signal is 2 to 100 ft, and the resolution is 0.1 ft. The traveltime of the reflected signal is converted into distance from the 
velocity of sound in freshwater at 60°F. The maximum distance that can be measured without exceeding an error of 1 .O f! 
ranges from 30 ft at 32T to 40 ft at 80oF (Schall and others, 1994). 

A permanent shield was installed around the tmnsducer by NYSDOT to protect the transducer and cable from ice and 
debris (fig. 2). The transducer was mounted 3 ft from the streambed in a 4in i.d. schedule-80 galvanized pipe angled IO” 
upstream from the pier. The pipe was angled upstream so that the signal path between the transducer and the streambed 
would be unobstructed by the pier footing. The transducer cable extended 270 ft to an instrument shelter and was installed 
in a groove cut into the pier for added pmtection. A data logger activates the sonar at I-hour intervals, processes t& signal, 
and can store about 2 years of data. A portable computer and software provided by the manufacturer were used to program 
the data logger and retrieve data. The sonar and data logger are powered by a 12-V battery and solar panel. An internal 
battery maintains data storage if power is interrupted. 
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Figure 2. Protective shield for transducer mounted in bridge pier 
at State Route 418 over Hudson River near Warrensburg, N.Y. 

Sonar and SateMe Telemehv Svstem: A commercial SST system was installed at State Route 41 over the Susquehanna 
River at Afton, N.Y. in August 1994. The unit &u~smits an S”, 200~kHz acoustic signal that is corrected by a 
microprocessor for variations in water temperature, false echoes, and ambient noise. The unit is a mcdified vasion of a 
sonar system that was installed at another bridge during 1989-93 (Butch, 1991). The range is 1.0 to 10.0 ft, and the 
resolution is less than 0.1 ft. 

The transducer was mounted in a 5-i” id. pipe angled 22” upstream from the pier so that the signal path between the 
transducer and the streambed would be unobstructed by the pier footing (fig. 3). The transducer cable was protected 
from ice and debris by 2-i” i.d. schedule-80 galvanized pipe and extended 300 ft to an instrument shelter. A data- 
collection platform (DCP) activates the sonar at l-hour intervals when the transducer is submerged, and at 24.hour 
intervals when the transducer is above the water surface. A portable computer was used to program the DCP, which 
transmitted data to the USGS by satellite telemetry every 4 hours. A scour hole at the upstream side of the pier was 
backtilled with bed material by NYSDOT in June 1995. The SST system is powered by a 24-V battery and a 
regulator charger. 

Figure 3. Protective shield for transducer mounted onto bridge 
pier at State Route 41, over Susquehanna River at Afton, N.Y. 
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Multichannel Sonar and Teleohone Telemetrv S&em: A commerical MSTT system was installed at State Route 23 
over the Otselic River at Cincinnatus, N.Y. in Febmay 1995 (fig. 4). The unit transmits an 8”, 200.kHz acoustic signal at 
15.minute intervals. The range is 1.0 to 32.8 ii, and tbe resolution is less than 0.1 ft. The streambed was monitored at four 
locations around the pier because (1) high flows lowered the streambed about 8 ft at the upstream (northern) side of the pier 
during 1981.94, (2) a 30” angle between the flow and the pier extended the scour hole along the western side of the pier, 
and (3) a mobile gravel bar was observed at the eastern and southern sides of the pier (Butch, 1993, 1994). 

NYSDGT graded the streambed and backtilled the scour holes with sand and gravel before installation of the MSTT 
system in 1994. Four transducers were installed around the pier to measure the distance from the footing to the streambed; 
a fifth transducer was inverted at the western side of the pier to measure the distance from the footing to the water surface. 
Shields and 2-i” i.d. schedule-40 galvanized pipe were installed to protect the transducers and cables from ice and debris. 
The cables extended 200 ft to an inshunent shelter, where the MSlT system can store about 3 months of data. A portable 
computer and software provided by the manufacturer were used to program the unit and retrieve data. A modem was used 
for remote interrogation. The unit is powered by a 24-V battery and a regulator charger. An internal battery maintains data 
storage for about 90 days if power is intermpted. 

Figure 4. Protective shield for transducer mounted onto pier footing at 
State Route 23, over Otselic River at Cincinnatus, N.Y. (viewed from above). 

INSTRUMENT PERFORMANCE 

None of the scour monitors were damaged by ice or debris during the first year of operation. The reliability of the 
equipment needs further evaluation, however, because the 1995 peak discharges were less than 50 percent of the mean- 
annual peak discharges at the study sites. 

NCHRP Sliding Collar: The distance from the top of the pipe to the collar ranged from 28.8 to 29.0 ft during the four 
inspections at State Route 30/145 over Schohtie Creek in the 1995 water year. The range between measurements resulted 
from accumulation of excess cable at two bends in the pipe as the sensor was lowered to the magnetic collar. The July 
inspection found the collar to be uncovered but not undermined; tbis could have occurred during peak stages in January or 
March, as indicated by gage-height data 7 mi upstream at Break&en (USGS station 01350355) (fig. 5). 

The cable used to position the collar broke during shipment and was cumbersome to store; also, it stiffened in cold 
temperatures. A newa version of the sliding collar does not use a graduated cable and can be connected to a data logger; it 
also may be less vulnerable to ice and debris than the model tested because the sensor cable can be mounted to the 
downstream side of the pier. 

m-36 



6 

NCHRP Sonar: The NCHRP sonar at State Route 418 over the Hudson River performed well after the measurement time 
was increased from 20 seconds to 45 seconds in March 1995. The site was inspected nine times during the 1995 water 
year, and no scour was observed. ‘Ibe field-measured distance between the imnsduca and the streamted ranged from 2.8 
to 3.0 ft, and the median sonar depth ranged iivm 3.0 to 3.2 A (fig. 6). The transducer is submerged whenever the gage 
height at Hadley, 13 mi downstxun (USGS station 01318500), exceeds about 4 feet (fig. 6). No data were recorded when 
the tmmducer was above the water surface. or surrounded by ice. 

No sonar data were colbxed fmm October 1994 through March 1995 because the 2Ckecond measurement time that was 
programmed in the data logger was too short to activate the sonar and compute an average depth. A 45.second 
measurement time was ample to ~RXX.SS the signal; it also improved sueanked detection when floating ice momentarily 
obstmcted the signal path. The other processing routines in the data logger include (1) activation of the sonar at I-hour 
intervals, (2) computation of an average depth if the diffe&ce between three depth readings is 0.3 ft or less, (3) the 
recording of a “no lock” condition when an echo is not received, and (4) the recording of an “outside limits” condition if an 
average depth cannot be computed within the progmmmed measurement time. The 270~f&long transducer cable and the 
10” transducer angle did not adversely affect the signal because the shallow depth and solid streambed minimize signal 
attenuation. Despite a malfunctioning relay, the solar panel provided adequate power at -20°F to maintain continuous 
operation of the sonar. 
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Sonar and SatelIde Telemetm Svstem: The commercial SST system at State Route 41 over the Susquehanna River 
operated with few problems. The site was inspected five times during the 1995 water year, and no scour was observed. 
NYSDUI backtilled the scow hole with bed material in June 1995; as a result, the field-measured distance between the 
transducer and the streambed decreased from 3.8 ft to 1.7 ft. and the median sonar depth decreased from 4.2 ft to 2.1 ft. 
(tig. 7). The transducer gave inaccurate data when exposed to air or ice and became submerged whenever the gage height 
50 ft downstream at Afton (USGS station 01502701) exceeded about 2 ft. Debris attached to a submerged log resulted in 
occasional spikes in the data until the log was removed in June 1995 (fig. 7). Minor signal scatter is attributed to wide 
reflections from cobbles. The 22” transducer angle and the 3CWt length of the cable did not adversely affect the data, 
although the cable length increased signal noise. 
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m The commercial MSlT system at State Route 23 over the 
Otselic River performed well, except when the distance between the hansdocer and the streambed was less than about 1 A 
(the minimum range of the soti). The site was inspected three times during the 1995 water year. The field-measured 
distance behveen the streambed and the transducer at the ups&am (northern) side of the pier in Febroay 1995 was 1.3 ft, 
and the median sonar depth was 1.0 ft. The median sonar depth increased to 1.4 ii during the 1995 peak discharge in 
March (fig. 8), and the field-measured distance increased to 1.6 ft. Scour began about 6 houn before the peak and 
continued for about 12 hours (fig. 9). Median sonar depth and field-measured distance had decreased about 0.4 ft by July, 
possibly the result of low flows and (or) adjustment of the graded stxamted to an equilibrium elevation. Signal scatter 
increased in Mach as the scour hole deepened and the local slope of the streambed increased. Scour may have occorred 
April 4 01 April 13 but debris degmded the signal from the tmnsch~cer. New sofhvare corrected a modem pmblem that 
resulted in loss of data for 3 days during March. The number of multiple echoes increased during June and July as the 
distance between the transducer and streambed decreased. 

The sonar depths measured by the transducers mounted on the western and southern sides of the pier are unreliable because 
the distance to the streambed is less than 1.0 ft. The transducer mounted on the eastern side of the pier was found buried by 
a gravet bar in April. The two transducers mounted on the western side of the pier were shifted by ice or debris. Gage- 
height data less than 1 mi upstream at Cincinnatos (USGS station 0151oooO) were used to supplement the sonar data 
because hub&we and debris had degraded the signal from the transducer aimed upward at the water surface. 
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SUMMARY 

Four types of scour-monitoring inshuments are beiig evaluated for FHWA Demonstration Project 97, “Scour Monitoring and 
hshumentation”: (1) an NCHFCF’ slidiig collx (2) an NCHRF’ sonar system, (3) a commacial sonar and sateuite telemeq 
(SST) system, and (4) a commercial multichannel sonar and telephone telemetry (MSTT) system. The insbuments were 
installed betw~ August 1994 and F&may 1995 and were not damaged by ice or debris during the first year of O&W-&XL 
The reliability of the equipment needs to be evaluated during flows higher than 1995 peak l%ws, which were less than 50 
percent of the mean-annual peak discharges at the study sites. Scow holes that were present before the study began were 
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backtilled with bed material by NYSDOT. Sonar data were adversely affected whenever a transducer was exposed to air, ice, or 
debris, or located less than the minimum distance from the streambed (1-2 ft). 

The NCHRP sliding collar was installed in September 1994 and did not indicate any scow. Minor tneasluement et’mrs resulted 
from accumulation of excess sensor cable at bends in the pipe. A newer version of the coUar does not require a graduated cable 
and can be connected to a data logger; it also may be less vulnerable to ice and debris than the model tested. 

The NCHRP sonar systtxn p&xtned well after the measurement tie was increased from 20 seconds to 45 seconds in Mach 
1995. Median sonar depths were within 0.2 ft of measured distances. The processing routines identified inaccurate data that 
resulted from the transducer’s exposure to air or ice, but other errors were occasionally recorded when the transducer was partly 
submerged. A p&able computer is needed to ptugtxn the data logger and retrieve data. 

The commercial SST system has perfot’med well since the unit was installed in August 1994, although it has indicated no scour. 
Median sonar depths were within 0.4 ft of measured distances. Inaccurate data were collected whenever the transducer was 
exposed to air, ice, or debris. A DCP activates the sonar at l-hour intervals when the transducer is submerged and at 24 hour 
intervals when the transducer is above the water surface. Data are transmitted to the USGS by satellite telemetry way 4 hours. 

The commercial MSTT syS.cm has operated with no major problems. The median sonar depths were within 0.3 ft of the 
measured distances at the upstream side of the pier. The unit measured 0.4 ft of scour during the 1995 peak discharge. The 
SCOUT stated about 6 hours before the peak and contiiued for about 12 hours. Sonar depths from three other transducers 
mounted around the pier are unreliable because the distance between each transducer and the s-bed is less than 1.0 ft, the 
minimum range of the unit. Turbulence and debris affected a 6fth ttansducer that meawes the distance from the pier footing 
to the water surface. A portable computer and modem were used to program the unit and rehieve data. 
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SCOUR AT RRIDGES - 
DETAILED DATA COLLECTION DURING FLOODS 

David S. Mueller 
Hydrologist, U.S. Geological Survey, Water Resources Division 

2301 Rradley Avenue, Louisville, KY 40217 

&&a!$ ‘Ihe U.S. Geological Survey, in cooperation with the Federal Highway Administration. has recently 
developed equipment and techniques for collecting detailed bathymetric and hydraulic data needed to characterize and 
study the processes associated with SCOUT at bridges. A cooperative study is underway to collect detailed data during 
flocds. Detailed data were collected on the Mississippi River in 1993, on the Brazes River in 1994, on the Sacramento 
River in 1995, and on several small streams in Missouri in 1995. Bathymetric data were collected using a digital echo 
sounder. Broadband Acoustic Doppler Current Profilers were used to measure three-dimensional velocities. The 
locations of all data collected were obtained using either a range-azimuth tracking system or a global positioning system. 
All of the instruments performed well, within their limitations. A remote-control boat has proved useful for instrument 
deployment on small streams where a manned vessel cannot be used safely. Future developments will likely result in 
improved data accuracy, increased data coverage, and more efficient data collection procedures. 

INTRODUCTION 

Scour of the streambed at bridge piers and abutments during floods has resulted in more bridge failures than all other 
causes in recent history (Mwillo, 1987). A complete understanding of processes causing scorn at bridges has been 
restricted by the complexity of the processes and by the lack of detailed field data. Most of the research on scow at 
bridges has been conducted in the laboratory with almost no validation by field data. The U.S. Geological Survey 
(USGS), in cooperation with the Federal Highway Admiistration (FHWA), has collected and compiled more than 300 
field measurements of scour at bridges (Landers and Mueller, in press). These data can,be used to evaluate equation 
performance; however, most of the data collected in this initial effort provide only limited characterization of the 
complex scour processes. These data do not have the spatial extent necessary to characterize scour hole shape or to 
study contraction and abutment scow. In order to obtain more detailed data to study these scotu phenomena, the USGS, 
in cooperation with the FHWA, have developed and used equipment and techniques for collecting detailed bathymetic 
and hydraulic data associated with scour at bridges. 

Collecting hydraulic and xdiient nansport data during floods in sufficient detail to study scow processes and to 
improve design and evaluation methods is difficult. A complete data set should include three-dimensional velocity 
measurements, channel bathymetry, bed-material load, bed material samples, water-surface elevation, water-surface 
slope, water temperature, and discharge. Ideally, these data should be collected during the rising limb, at the peak, and 
during the recession limb of the flood hydrogmph in the reaches upstream, at, and downstream from the bridge with 
increased detail around bridge piers and abutments. Although the methods for accurately measuring bed-mat&I load 
are still lacking, recently introduced technology, improvements in existing technology, and application of instruments 
wed in hydrographic surveying and oceanographic research have made the collection of the bathymetric and hydraulic 
data feasible. lltis paper will describe the equipment used to collect detailed scour data during floods and present 
examples of the data. 

DATA COLLECTION EQUIPMENT AND TECHNIQUES 

A system for making detailed scorn measurements must be portable, operate reliably in the flood environment, and able 
to measure the required data with sufficient accuracy. Because the location and magnitude of floods are difficult to 
predict in advance, and the duration of floods on small streams is commonly short, scour measuring equipment must be 
of a size and weight to allow quick and easy transport by vehicle and overnight air ftieght. Once the equipment is on 
site, the time required to setup and begin data collection should be less than two hours, in order to minimize lost 
oppmb.mities for collecting data. In addition, the equipment must be rugged to prevent damage during frequent transport 
and use in severe flood conditions. Because elevation and horizontal positioning are critical in understanding scour 
processes, the equipment must lx able to measure these data to an acceptable degree of accuracy. ‘Ihe initial design 
accuracy for streambed elevation measurements and horizontal positioning was 15 cm. This goaI was determined to be 
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unrealistic within the size. weight. and cost constraints of the project. However. accuracies of 30 cm for streambed 
elevation measurements and 60 cm for horizontal positioning have been achieved. Portable scour-measuring systems 
consist of the following four components: (I) the instmnent(s) for making streambed elevation and water velocity 
measurements, (2) a deployment system, (3) a method to measure the horizontal position of the data collected. and (4) a 
data storage device. 

Slreambed Elevation Measurement: The distance from the water-surface to the streambed is commonly measured 
with an echo sounder. The accuracy of a streambed elevation measurement is dependent on the echo sounder and the 
stability of the deployment platform. Transducers are chancterized by their frequency and beamwidth. Higher frequency 
signals (> 200 kHz) provide better resolution but poorer penetration of deep or sediment-laden waters (Landers and 
others, 1993). The acoustic footprint of the echo sounder is a function of the beamwidth of the transducer. A wide 
beamwidth (>8”) results in a large footprint and less accurate measurements of steep slopes or rapidly ch,anging hottom. 
Peak value detection analyzes all reflected acoustic energy and computes the distance associated with the p--k of the 
return signal. The peak value detection method is less sensitive to acoustic reflectors in the water column: , xdimen:. 
fish, debris, etc.) nod tends to measure to the approximate center of the acoustic footprint. The echo sounder .;elected 
uses a 3” beamwidth transducer operating at 200 kHz, digitizes the depth using peak value detection, and provides both 
RS-232 compatible digital output and an analog paper chart. The value of the analog paper chart was realized during 
data collection on the Mississippi River. The paper chart records the vertical location of all objects causing acoustic 
reflection, while the digital processing produces only a single value. Figure 1 shows a situation with the transducer near 
a bridge pier where the riverbed had scoured below the top of the footing. Portions of the acoustic signal reflected off 
the pedestal, footing,and seal of the pier before reflecting off the bed. The reflection off the pier was strong enough to 
cause the signal processor to digitize a depth shallower than the actual depth to the riverbed. Using only digital data, the 
actual depth and extent of the scour hole would not have been measured: however, the depth and extent of the scour hole 
are clearly shown on the paper chart. Therefore, it is important that the paper chart be used to verify the digital data and 
that any necessary cot~ections to the digital data we made. 

Without vessel motion compensation, the accuracy of the riverbed elevation measurements is a function of the dynamic 
motion of the boat and slope of the water surface. Heave of the boat, the change in vertical position of the boat caused by 
wave action, causes rapid vertical change in the distance from the transducer to a known datum. In addition, pitch and 
roll of the boat moves the transducer out of its vertical orientation; therefore, the distance measured may not be a tme 
vertical distance. ‘llx 
insbuments designed to measure 
vessel attitude accurately in 121.7 
dynamic conditions arevery 120.7 
expensive and were beyond the 119.7 
financial constmints of this 118.7 
project. Therefore, swambed 117.7 
elevation is determined by 2 116.7 
assuming the transducer remains 
vertical and at fixed distance 

315.7 

be.low the average water surface. E 114.7 

Near the bridge, the water surface 
tw.7 

is assumed constant; and in the .G 112.7 

approach and exit reaches, the 
c1tl.7 

water-surface elevation is 
*t.J 1 XI.7 

adjusted for the average water- 
iii 109.7 
~103.7 sad 

surface slope in the area 
estimated from upstream and iil107.7 

downstream gages and concurrent 106.7 

water-surface surveys. Ihe 105.7 

estimated accuracy of the 104.7 k Rlec 

riverbed elevation data is about 
30 cm. Horimntal dimensions not to scale 

Figure 1. Example of side echoes from bridge pier. 
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&$citv Measure-: Traditional river velocity measurements made with horizontal or vertical axis meters 
contained only velocity magnitude. The inclusion of a flux gate compass in the weight deployed with the meters allows 
the horizontal direction of the velocity to be measured. However, these techniques measwe only one point at a time and 
do not measure vertical velocities. Acoustic Doppler Current Profilers (ADCP) have been used for more than 10 years 
in the study of ocean currents and estuaries. The development of the Broadband Acoustic DopplerCurrent Profiler (BB- 
ADCP)’ allows three-dimensional velocity profiIes and discharge to be measured in rivers and canals with an acceptable 
accuracy. 

The BB-ADCP measures velocity magnitude and direction by use of the Doppler shift associated with the reflection of 
acoustic waves off moving objects (acoustic reflectors). The BB-ADCP transmits pairs of short, phase-encoded acoustic 
pulses along four narrow beams (figure 2) at a known, fixed frequency (from 30@1,200 kHz for rivers). The reflected 
signal is discretized by time differences into individual segments representing specific depth cells withii the water 
column. ‘Ihe time-lag change and difference in frequency (shift) between successive echoes are proportional to the 
relative velocity of the acoustic reflectors referenced to the BB-ADCP. This frequency shift is known as the Doppler 
effect. ‘Ihe BB-ADCP uses this technique to compute a water-velocity component along each beam. By uw of 
trigonometric relations and the geometric arrangement of the beams, three-diiensional velocity vectors are computed 
for each depth cell. For the trigonometric relations to be valid, water velocities must be horizontally homogeneous in all 
four beams. Although, theoretically, only three beams are needed, the fourth beam provides a quality check of the 
measurement (RD Instmments, 1993). 

To use the BB-ADCP on a moving boat the speed and direction of the boat must be measured and used to correct the 
water velocity measured by the BB-ADCP. Under most conditions, the BB-ADCP measures its velocity by bottom- 
tracking. The BB-ADCP sends bottom-track acoustic pulses and analyzes the Doppler shift of the backscattered energy 
reflected from the streambed. If the streambed is stationary, this technique measures the velocity and direction of the 
boat accurately. However, if the sneambed is actively transporting sediment, this technique may not accurately tneamre 
the speed and direction of the boat. Problems associated with sediment transport along the streambed have been 
freqnently encountered during flood 
measurements. Sometimes use of a lower 
frequency BB-ADCP (using a 300~kHz 
instrument instead of a 1200~kHz 
instrument) will allow peneaation through k- 

Centerhs of BB-ACCP 

the mobile sediment and result in a stable 
bottom reference where a higher frequency 
instrument detects a moving bottom 
(Oberg and Mueller, 1994). During floods 
the accuracy of the bottom tracking should 
be verified by anchoring the boat in the 
mainflowaad Che&i"~thevesselq,eed 
determined by bottom tracking. An 
alternate method for measuring the boat 
speed and direction is to we real-time 
kinematic differential global positioning 
systems (DGPS), however, the accuracy of 
using DGPS as the velocity reference has 
not been defied. 

‘Ike BB-ADCP’s allowed very detailed 
velocity data to be collected in the 
approach and exit reaches and near the 
bridge. However, the BB-ADCP’s cannot 

Figure 2. Jllustration of acoustic beams and depths measured by 
Broadband Acoustic Doppler Current Profiller. 

‘Any use of trade, product, 01 fum names is for descriptive purposes only and does not imply endorsement by 
the U.S. Government. 
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measure velocity in two locations that are very critical to scow-near and adjacent to the streambed and in the vortices 
at the bridge piers. Acoustic energy from the side lobes reflects off the streambed and interferes with the acoustic energy 
from the main beams reflecting off acoustic reflectors near the streambed. This interference prevents measurement of 
velocities in the lower 6 percent of the water column for BB-ADCPs commonly used in streams. The vortices near 
bridge piers are often smaller than the area bounded by the four acoustic beams. Therefore, the flow measured by one 
beam may not be continuous with flow measured by another beam. Although the instruments can compute the velocities 
par&l to the beams, they are unable to resolve the velocity vecton into horizontal and vertical components due to the 
lack of flow uniformity between the beams (Mueller and Landers, 1994). 

Horizontal Pas i . tionmg : The value of the streambed elevations and three-diiensional velocity profiles is dependent on 
knowing the horizontal position for each data point. Technology related to horizontal position determination has 
improved dramatically during the past several years. Previous technology developed for hydmgmphic surveying could 
not typically provide real-time position measurements with an accuracy of less than 1 m and often required tiie- 
consuming presurveying of setup locations. Current technology provides better than 1 m accuracy and fast setup with no 
prestieying requirements. Both a range-azimuth system and DGPS have been used to measure the horizontal position 
of the data collected. 

Range-azimuth tracking systems are similar to total stations used for land surveying. The position of the target is 
determined by measuring the range using a laser and the corresponding azimuth and vertical angle with an electronic 
thecdolite. Tracking systems can update readings every 0.5 second and the laser automatically resumes measuring the 
distance to the target even after the target is lost for a period of time. The tracking system must be setup in a location 
where the operator can manually track a target mounted on the boat. The system selected for this project has a distance 
accuracy of 0.1 m and a horizontal and vertical angle accuracy of 5 seconds. Although these numbers suggest accuracy 
in the order of 20 cm, in practice, keeping the instrmnent pointed directly at a moving target is difficult. During the data 
collection on the Mississippi River, it is believed that an accuracy of approximately 70 cm was achieved when tracking 
the target mounted on the moving survey vessel. On smaller streams accuracies better than 50 cm are typical. 

Setup of the range-azimuth system is quick once a suitable location is identified. During floods, locations for instrument 
setup that provide an adequate view of the bridge, approach, or exit sections are often difficult to fmd, especially at sites 
with very wide flood plains and (or) dense vegetation. The power of the laser allows s&p points to be referenced to the 
bridge quickly and often without the need of a prism. Many setups were referenced to the centaliis of several piers by 
pointing the inshument at the centerline of each pier and reflecting the laser directly off the concrete pier. Plotting df the 
pier and setup point locations showed that an accuracy of about 30 cm was achieved when using the instrument to survey 
setup points in the manner described. 

Real-time, kinematic, DGPS used for positioning allows rapid collection of velocity and bathymetric data in the 
approach and exit reaches of the river. GPS measures the position of an antenna using triangulation from three or more 
satellites. Differential comxtions from a GPS base station located over a known point are transmitted to the modile 
GPS unit and used to obtain real-time positions with accuracies better than 1 m. Because DGPS requires no setups at 
the site and no personnel to track the boat, data can be collected very rapidly and over a much longer reach of river than 
is feasible with the range-azimuth tracking system. However, data collection near tree limes and bridges is hampered by 
loss of adequate satellite coverage caused by blockage of the sky by trees and bridge stmctore. 

m: Deployment of instruments from the water surface is necessary to obtain the spatial coverage 
required for detailed data sets. The use of manned boats during floods can be hazardous in many situations, particularly 
when there is insufficient clearance for the boat beneath the bridge. The clearance requirements for a manned boat 
severely limit data collection on smaller rivers where clearance under bridges is commonly less than 1.5 m during 
floods. Launching boats in a flood can be difficult because boat ramps are flooded and velocities can be high even near 
the shore. Flooded local sfreets with sufficient slope and the river side of levees are often used to launch a manned 
survey vessel. The support and cooperation of local citizens and government agencies are valuable in fiiding adequate 
launch facilities at all sites. The reliability and handling characteristics of the vessel are important for safety and are 
quid when maneuvering the vessel near and around the bridge piers. 
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Figure 3. Photograph of remote-control boat. 

The safety, launching, and clearance restrictions of a manned boat may be eliminated with a properly designed 
unmanned or remote-control boat. Development of unmanned vessels has been accomplished for other applications, 
although most of that effort has been on remotely operated vessels (ROVs) for oceanographic research. Two 
commercially available remote~ontrol boats were evaluated but neither met the requirements and cost constraints of this 
application. Development of a remote-control boat specifically for collecting scour data around bridges was initiated in 
1992 (Landers and others, 1993). The design goals for the remote-control boat were to minimize size and weight while 
maintaining stability and operability in a flood environment. Although the Small Warplane Are& Twin-Hull 
(SWATH) design theoretically should provide a stable deployment platform (Lmders and others, 1993). tests showed 
that the lack of active stabilization severely degraded the stability of the SWATH design. Subsequently, V-hull, twin- 
hull, and flat-bottom boats were tested to determine their suitability as deployment platforms. The flat-bottom boat 
provided tbe best stability, availability, durability, and ease of modification for deployment of instruments (figure 3). 

The design of the engine and remote conaols required a balance between power requirements, weight, and reliability. 
Electric motors, although preferred for their greater reliability, were not selected because they could not sustain the 
speeds needed to operate in floods without exceed& overall weight constraints. The boat is powered by an 8- 
horsepower gasoline outboard motor with a remotely controlled electric start. Modifications to the motor were 
minimized and consisted of removing the tiller and throttle assembly, the rope stxt and associated brackets. Radio 
conaol was achieved using standard off-the-shelf recreational remotecontrol radios and accessories. ‘Ihe radio receiver, 
voltage regulator, relays, and servos were moonted beneath the engine cover or on the transom mount allowing the 
engine to be used on any suitable boat. Risk of losing the boat due to loss of radio contact is a potential problem. 
Although a fail-safe anchor system is under development, current testing and use of the boat has been restricted to 
situations where a manned boat can be used to r&eve the remote-control boat in case of radio failure or where the 
remote-boat can be tethered with a nylon rope. 

lUa&wu&~ecordine: Detailed data sets consist primarily of digital data recorded on a field computer. Although survey 
information and observations are recorded in a notebook, the data collected using the instruments described is primarily 
digital. Typically, data measured by the instrument deployed on the boat (BB-ADCP or digital echo sounder) are 
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transmitted to the shore using dataradios. These data are recorded on a field computer simultaneously with position data 
from the range-azimuth tracking system. When a manned boat is used with the range-azimuth positioning system, the 
data radios can transmit data from the positioning system on the shore to a field computer on the boat. If DGPS is used 
with a manned boat the position and depth are- recorded by the field computer on the boat and no equipment on the shore 
is required. Modifications to the dataradios by the manufacturer were made to allow the radios to communicate with the 
BB-ADCP, which requires bidirectional communication and a break to initiate communication. This method of data 
recording has been used successfully on both large and small streams and in extreme environmental conditions. 

DISCUSSION OF DATA COLLECTED 

The equipment and techniques described herein have been used successfully to collect detailed data on scour processes 
at bridges. This equipment was used with a manned boat on the Mississippi River in 1993, on the Brazes River near 
Lake Jackson, Texas in 1994, and on the Sacramento River near Hamilton City; California in 1995. ‘Ihe first detailed 
data sets were collected in 1993 at Interstate 255 over the Mississippi River near St. Louis and at State Route 51/150 
over tbe Mississippi River at Chester, Illinois. The bathymeuy mapping equipment worked very welt and allowed 
detailed mapping of scour holes (figure 4). Collection of detailed bathymeuic data to delineate the maximum depth and 
shape of local SCOUT holes requires measurement of many cross sections and longitudinal sections to be measured. A 
highly skilled boat operator is required to collect these data near the pier. Problems were encountered with the 1200 
kHz BB-ADCP due to sediment movement along the streambed. A 300~kHz BB-ADCP was successful at penetrating 
the moving sediment and was used to collect velocity data several times during the flood. A 300-kHz BB-ADCP was 
also wed successfully at Farm-Market 2004 over the Brazes River near Lake Jackson, Texas to collect detailed velocity. 
‘Ibis site represents a detailed stody site with a significant debris accumulation on the pier in the main flow. A 1200 
kHz BB-ADCP was wed to me-e both the channel bathymetry and velocity profiles at U.S. highway 32 over the 
Sacramento River near Hamilton City. Figure 5 shows a velocity profile collected downsheam from the bridge. 

The remote-control boat was first used to collect scour data during flooding in Missouri in May 1995. The remote- 
control boat alhwd data to be collected on small streams with low bridges where use of a manned boat was not 
feasible. Use of the remote-control boat near piers was difticult due to the inability of the operator to visually resolve 
distances of less than 1 m from a distance of about 50 m. Data collection on small streams is more difficult than on 
larger stTeams due to the proximity of vegetation and the shallow depths in the flood plains. Although minor problems 
with the remotecontrol boat were identified, it proved to be an efficient and viable tool for data coll&ion on small 
streams. 

FUTURE DEVELOPMENTS 

Advancements in technology have greatly improved our ability to collect detailed data and subsequent improvements 
will improve the accuracy and detail of scour measurements even more. ‘Ilte use of scanning or phased-array sonar 
allows a wide area of the stream bed to be surveyed rapidly and in greater detail than is possible with traditional echo 
sounders. These instmments require stable deployment platforms or vessel attitude compensation and can be very 
expensive. However, as the technology matures, scanning and phased-anay sonar will likely become feasible for 
detailed scour measurements. The BB-ADCP measures the depth along each beam. With the development of 
postprocessing software, the BB-ADCP can be operated as a multi-transducer mapping systems, measuring four depths 
simultaneously. This technique was used on the Sacramento River but efficient software to process the data is still in 
development. Threediiensional velocities in the vortices immediately adjacent to bridge piers and abutments may be 
measurable if acoustic correlation current protilers currently being used for oceanographic work can be adapted to work 
in depths typical of inland waterways. DGPS is a rapidly developing technology. ‘Ihe accuracy of DGPS has increased 
significantly during the last three years. Inertial navigation systems can be used for positioning during DGPS outages of 
3060 SW, such as when the survey vessel is under the bridge. ‘This technology is commonly used on large ocean vessels 
hut is too large, requires too much power, and is too expensive for use in scour data collection. ‘Ihe FHWA haa funded a 
contract to develop a small lightweight system. ‘Ibis development could remove the problems associated with using a 
land based positioning system, such as the range-azimuth system. Development of these instruments will allow scour 
processes to be studied in the tield at a level of detail that was previously only available in the laboratory. 
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Figure 4. Three-dimensional mesh of streamted near pier eight of 
I-255 over the Mississippi River near St. Louis, Missouri. 
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Figure 5. Velocity profile downstream from U.S. highway 32 
over the Sacramento River near Hamilton City, 
California. 
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SCOUR AT SELECTED BRIDGE PIERS IN MISSISSIPPI 

by K. Van Wilson, Jr., Hydrologist, U.S. Geological Survey, Jackson, MS 

INTRODUCTION 

Exposure or undermining of bridge pier and bridge abutment foundations by the erosive action of flowing water, 
including tidal currents, can result in structural failure of a bridge. Bridge failure results in large capital expenditures 
for repair or replacement and may cause loss of life. Erosion (scour) of the ground in the vicinity of bridge piers and 
abutments during floods has resulted in more bridge failures than all other causes in recent history (Murillo, 1987). 
Many bridges in Mississippi are at risk of failure due to scour. The design and maintenance of bridge foundations 
require consideration of the maximum depth of scour that could occur during an extreme flood. Bridge pier and abut- 
ment foundations need to extend below the anticipated maximum scour depths to provide support for bridges if scour 
does occur. 

The term “scour,” as used here, is defined as the lowering of the ground by erosion below an assumed natural level or 
other appropriate datum. “Scour depth” is the depth to which material is removed below the stated datum. Scour is a 
natural phenomenon that is of primary concern in alluvial streams. However, scour can be a problem in any waterway 
having erodible bed materials. Scour around bridges can be the result of any one of, or combination of, three interre- 
lated components. 

l Local scour erosion caused by local disturbances in the flow, such as vortices and eddies near piers, abut- 
ments, and debris piles. 

l Constriction scour-erosion caused by increased flow velocities through a bridge opening due to the decreased 
flow area formed by the bridge, the approach embankments, the piers, and any debris piles. 

l General scour - progressive degradation caused by natural processes or by changes in channel controls that 
occur wer a long channel reach and, possibly, over many years. General scour could be part of a temporary 
fluctuation about some mean bed level. This is the scour that occurs in a channel even if no bridge is present. 

Although these components of scour are not completely independent, general practice in bridge design is to estimate 
each component of scour separately and to combine the predicted scour depths to estimate the total scour depth at a 
bridge site. 

Many empirical equations have been developed to compute local scour and constriction scour at bridges. These equa- 
tions can provide a large range of scour depths for the same set of conditions. Most of the equations are based on 
scale-model laboratory experiments and have not been field verified due to the lack of onsite high-flow data. Bridge 
designers and bridge inspectors need more onsite high-flow data to validate computed scour depths for the varying 
conditions that occur in Mississippi and throughout the United States. 

Adequate definition of potential scour at bridge sites is essential to proper bridge design, construction, and mainte- 
nance. Accurate estimates of scour depths for varying conditions are a prerequisite for safe, cost-effective bridge 
design. Underestimating scour depths puts bridges and human life at risk. Overestimating scour depths results in 
overdesign, which translates into an economic loss in the form of higher construction costs. Collection of onsite SCOUT 
data is recognized as one way, and perhaps the only convincing way, to improve bridge design procedures (Highway 
Research Board, 1970; Hopkins and others, 1980; Jones, 1984; Laursen, 1984; Murillo, 1987). 

The U.S. Geological Survey (USGS), in cooperation with the Mississippi Department of Transportation (MDOT), 
began a study of bridge scour in Mississippi in 1989. The objectives of this study were to: (1) perform onsite high- 
flow scour measurements at selected bridge sites, (2) evaluate the usefulness of available scour equations for estimat- 
ing local pier scour, (3) develop a scour-prediction equation that could be used to better estimate local pier scour for 
Mississippi streams, and (4) analyze available discharge measurement soundings for an indication of total scour. 
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This paper briefly summarizes pier-scour data collected during 1942.94 at 22 selected bridge sites in Mississippi 
(fig. 1). These data and additional bridge-scour data collected during 1938.94 are described in more detail by Wilson 
(1995). The methods used to measure scour and selected characteristics at each site are described. Selected hydraulic 
and bridge-geometry characteristics are presented. An envelope-curve equation for the Mississippi pier-scour data 
was developed by relating measured pier-scour depth divided by normal pier width to measured approach-flow depth 
divided by nom~al pier width. The measured pier-scour depths were compared to the envelope curve and to the pier- 
scour prediction equation recommended in the Federal Highway Administration (FHWA) Hydraulic Engineering Cir- 
cular No. 18 (HEC-18) by Richardson and others (1993). 

The scour data-collection sites presented in this paper were selected from a list of sites known by the MDOT to be 
susceptible to scour. Data were also obtained at a few additional sites if. during the study, high flow occurred at a site, 
and the USGS and the MDOT considered the data useful for bridge maintenance. Scour data were collected as near 
the peak discharge as possible. If the high flow was of sufficient duration, additional measurements were obtained 
during the rising and falling limbs of the flood hydrograph. 

Measurements of water depth and velocity to determine discharge were obtained using standard streamflow-gaging 
procedures as described by Rantz and others (1982). Depth, vertical position, and velocity were measured by sus- 
pending a 100-, 1% or 200-pound Columbus-type sounding weight and price AA-type current meter in the water. 

Soundings to the channel bed to measure channel geometry were obtained either by sounding with a weight or with 
an Eagle Model Mach 1 Graph (the use of trade of product names in this report is for identification purposes only and 
does not constitute endorsement by the USGS) recording fathom&z. Transducers used with the fathometer produced 
an S-degree beam width, allowing close access to bridge piers without creating echoes off the sides of the pier. Use of 
the fathom&r made soundings possible at a large number of points across a cross section. During high flows, the 
transducer was attached to the bottom of the sounding weight, which was lowered into the water from a trock- 
mounted boom and winch assembly and was then towed through the water as the track was driven across the bridge 
at a slow, nearly constant speed. Where piers were inset from the upstream side of the bridge, a flotation device was 
used to allow the flow to drag the transducer close to the upstream side of the pier. During low to medium flows, the 
transducer was attached at or near the bow of a boat, which traversed the cross section or longitudinal profile. 

Bed samples were collected to characterize the streambed composition. They were collected primarily during low- 
flow conditions and are assumed to be representative of high-flow conditions. Sites generally were sampled at three 
cross sections through a channel reach of at least one bridge length upstream of the site. For some sites, bed-sample 
information was obtained from MDOT soils reports or from nearby sampled sites on the same stream, where bed con- 
ditions were considered to be similar. 

Scour data presented in this paper were collected at 22 selected bridge sites in Mississippi (fig. 1). The drainage area 
of the bridge-scour sites ranged from 60.8 to 5,720 mi2, and the slope in the vicinity of each site ranged from 0.00011 
to 0.00163 ft/ft. The bed material at most sites consisted of sand or gravel. In some cases, the sand or gravel was 
underlain by a clay stratum, which was thought to affect the measured scour depths. 

PIER-SCOUR DATA 

Measurements of pier-scour depths obtained during this study by fathom&r and sounding weight were combined 
with soundings from concurrent and historical discharge measurements, which had soundings near the bridge piers. 
This information provided an approximation of pier-scour depth for 190 pier-scour measurements at 21 of the 22 
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sites. Of the 121 pier-scour measurements obtained since 1990, 112 were obtained with a fathom&x, and 9 were 
obtained with a sounding weight. Of the 69 pier-scour measurements obtained prior to 1990, all but 5 were deter- 
mined from selected discharge measurements. Three of the five were pier-scour measurements obtained in 1989 at 
site 21, where upstream and downstream sides of the bridge were sounded. The remaining two pier-scour measure- 
ments were obtained in 1972 and 1973 by a scour-monitoring device installed at site 17 by Hopkins and others (1975, 
1980) for the FHWA. 

Both upstream and downstream sides of the bridge were usually sounded with the fathometer. The upstream and 
downstream pier-scour depths were compared for each pier, and the maximum pier-scour depth was used in this 
paper. By contrast, the pier-scour depths taken from the discharge measurements were I/mited to one side of the 
bridge and were not solely obtained on the downstream side of the bridge. The pier-scour depths were determined 
using an approximation of concurrent ambient bed level as described by Blodgett (1989) and Landers and Mueller 
(1993). Concurrent ambient bed level is representative of the typical bed elevation adjacent to the scour hole at the 
time of the measurement. Therefore, it is the elevation representing the streambed at the pier location without any pier 
scour. Each pier-scour measurement was assigned an approximate accuracy based on measuring conditions at a site. 
Assigned accuracy ranged from 0.5 ft for a fathom&r for favorable conditions to 3 ft for a sounding weight under 
less favorable conditions. Measurement accuracy was adversely affected by sounding weight drift due to flow, turbu- 
lence of the flow, presence of debris piles, and the determination of concurrent ambient bed level. 

With inclusion of the selected historical discharge measurements, the recurrence intervals of the measured discharges 
ranged from less than 2 to about 500 years. Recurrence intervals of the measured discharges were determined using 
procedures and information described by Landers and‘Wilson (1991) and Wilson and Landers (1991). 

The majority of the pier-scour data presented in this paper have been entered in the National Bridge Scour Data Man- 
agement System (BSDMS). The BSDMS is being developed by the USGS in cooperation with the FHWA to support 
preparation, compilation, and analysis of bridge- scour measurement data, and the primary functions of the BSDMS 
are data archival and retrieval (Landers, 1992). 

Pier-scour data were collected during high flows at selected bridge sites in Mississippi representing various hydraulic, 
bed-material and pier-geometry characteristics. Measured pier-scour depths (Y,) ranged from 0.6 to 20.4 ft. Scour- 
hole top width, where determined, ranged from 8 to 180 ft. Approach-flow depth (Yl) ranged from 2.3 to 36.6 ft, 
approach-flow velocity (VI) ranged from 1.3 to 10.4 ft/s, and approach-flow skew ranged from 0 to 46 degrees. 
Median bed-material size (Ds) ranged from O.ooO92 to 0.02464 ft, and the geometric standard deviation of the bed- 
material sizes or the gradation coefficient 

ranged from 1.3 to 8.3. In this equation, 0% is bed-material size where 84 percent is finer, and 016 is bed-material 
size where 16 percent is finer. If IS~ is equal to 1, the material is considered uniform in size, and as erg increases, the 
material is less uniform. 

The pier geometry was determined from field observations and MOOT bridge plans. Tbe pier type was classified as 
either a single or a group. A single refers to one pier or column supporting the entire bridge width; whereas, a group 
refers to spaced columns or piles. The pier shape refers to the upstream part of the pier and was classified as either 
cylinder, round, square, or sharp. The pier width (a) and the pier length (L) are depth-weighted averages for each 
respective measurement. The normal pier width (a’) is the pier width adjusted for skew. If skew is zero, then a is 
equal to a’; otherwise, a’ will be larger than a, depending on the degree of skew. For the approach flow skews ranging 
from 0 to 46 degrees, measured a and a’ ranged from 1.3 to 23 ft and 1.8 to 23 ft, respectively. 

PIER-SCOUR DATA ANALYSIS 

Jones (1984) compared many pier-scour equations by plotting measured pier-scour depth divided by pier width (Y&a) 
with approach depth divided by pier width (Y+) for various Froude numbers. However, in this paper, pier-scour 
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depth (YJ was divided by normal pier width (a’). Only 12 (6 percent) of the 190 measurements are plotted above 
Y&z’ = 1.1 (fig. 2). The envelope-curve equation developed for these data (fig. 2) is: 

where 
Y, is pier-scour depth, in feet; 
a’ is normal pier width, in feet; and 
Yt is approach flow depth, in feet. 

Measurement 119 at site 22 was the only measurement that plotted significantly above the envelope curve (fig. 2). 
Measurement 179 was affeaed by a jetty and stream bank deflecting flow toward the pier and possibly debris. which 
was not noted during the measurement. Using techniques described by Lagasse and others (1991) for estimating 
scour off the downstream end of the jetty, the jetty could have caused about 9 ft of scour off its downstream end, sug- 
gesting some of the measured pier scour could have been caused by the jetty. Equation 2 predicts 14.2 ft of pier scour, 
which is 6.2 ft less than the measured pier scour of 20.4 ft, suggesting about 6 ft of scorn not caused by the pier. 

Pier-scour depths predicted by the pier-scour equation currently (1995) recommended by FHWA in HEC-IS (Rich- 
ardson and others, 1993) and by equation 2 were compared to measured pier-scour depths, which ranged from 0.6 to 
20.4 ft. The HEC-18 equation predicted pier-scour depths ranging from 3.9 to 25.7 ft with residuals (measured pier 
scour minus predicted pier scour) ranging from -21.7 to 0.2 ft. Equation 2 predicted pier-scour depths ranging from 
2.2 to 19.7 ft with residuals ranging from -16.8 to 6.2 ft. The residual of 6.2 ft was for measurement 179, where some 
of the measured pier scour could have been caused by a jetty and stream bank, as previously described. Excluding 
measurement 179, residuals ranged from -16.8 to 0.5 ft. Equation 2 could be used for reasonable verifications of the 
HEC-18 pier-scour predictions, which are currently required in the design and maintenance of bridges in Mississippi. 

Measured pier-scour depths have been shown not to exceed a certain multiple of the pier width. EM. Chang noted 
that there were no pier-scour depths greater than 2.3 times the pier width for all the pier-scour data he studied (Rich- 
ardson and others, 1993). Melville and Sutherland (1988) reported from laboratory data there were no pier-scour 
depths greater than 2.4 times the pier width for cylindrical piers. All of the Mississippi pier-scour depths were within 
2.3 times the normal pier width, which agreed with previous research (fig. 3). Measured pier-scour depths were as 
much as 2.24 times a normal pier width of 3.3 ft. However, for normal pier widths greater than about 4 ft, measured 
pier-scour depths were significantly less than 2.3 times the normal pier width (fig. 3). 

SUMMARY 

This paper briefly summarizes pier-scour data collected during 1942-94 at 22 selected bridge sites in Mississippi. The 
drainage area of the bridge-scour sites ranged from 60.8 to 5,720 mi’. At most sites, the bed material consisted of 
sand or gravel, and in some cases, the sand or gravel was underlain by a clay stratum, which is thought to affect the 
measured scour depths. Recurrence intervals of measured discharges ranged from less than 2 to about 500 years. 

Pier-scour data were collected during high flows at sites representing various hydraulic, bed-material, and pier-geom- 
etry characteristics. Measured pier-scour depth ranged from 0.6 to 20.4 ft, with scour-hole top width, when deter- 
mined, ranging from 8 to 180 ft. Approach-flow depth ranged from 2.3 to 36.6 ft, approach-flow velocity ranged from 
1.3 to 10.4 ftls, and approach-flow skew ranged from 0 to 46 degrees. Median bed-material size ranged from 0.00092 
to 0.02464 ft, and the geometric standard deviation of the bed-material sizes or the gradation coefficient ranged from 
1.3 to 8.3. Only 12 (6 percent) of the 190 pier-scour depths were greater than 1.1 times the normal pier width. An 
envelope-curve equation for the Mississippi pier-scour data was developed by relating pier-scour depth divided by 
normal pier width to approach-Row depth divided by normal pier width. 

All of the Mississippi pier-scour depths were within 2.3 times the normal pier width, which agreed with previous 
research. Measured pier-scour depths were as much as 2.24 times a nor&l pier width of 3.3 ft. However, for pier 
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widths greater than about 4 ft, measured pier-scour depths were significantly less than 2.3 times the normal pier 
width. 

Pier-scour depths predicted by the pier-scour equation currently (1995) recommended in the Federal Highway 
Administration Hydraulic Engineering Circular No. 18 (HEC-18) and by the envelope-curve equation developed for 
Mississippi pier-scour data during this study were compared to measured pier-scour depths. The HEC-18 equation 
predicted pier-scour depths ranging from 3.9 to 25.7 ft with residuals (measured pier-scour depth minus predicted 
pier-scour depth) ranging from -21.7 to 0.2 ft. The envelope-curve equation developed during this study predicted 
pier-scour depths ranging from 2.2 to 19.7 ft with residuals ranging from -16.8 to 6.2 ft. The residual of 6.2 ft for the 
envelope-curve equation developed during this study was at a site where some of the measured pier scour could have 
been caused by ajetty and stream bank. Excluding this measurement, residuals ranged from -16.8 to 0.5 ft. The enve- 
lope-curve equation predictions could be used for reasonable verifications of the HEC-18 pier-scour predictions, 
which currently are required in the design and maintenance of bridges in Mississippi. 
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Figure 1. Location of bridge-scour sites in Mississippi. 
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Figure 2. Relation between measured pier-scour depth divided by normal pier width (Ys/a’) and measured 
approach-flow depth divided by normal pier width (Yt /a’) for selected bridge sites in Mississippi. 
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MODELING ALLUVIAL-RIVER EVOLUTION BY CHARACTERISTICS METHOD 

By Keh-Chia Yeh, Assoc. Prof., Dept. of Civil Engrg., Nat’1 Chiao Tung Univ., Hsinchu, 
Taiwan, R.O.C.; Wen-Lin Chen and Chen-Hua Chen, Res. Asst., Dept. of Civil 
Engrg., Nat’1 Chiao Tung Univ., Hsinchu, Taiwan, R.O.C.; Chian-Min Wu, 
Chairman, Water Resour. Planning Comm., Ministry of Econ. Affairs, Taiwan, 
R.O.C. 

Abstract: This paper extends a numerical model proposed by Yeh et al. (1995), based on a 
multimode characteristics method for fully coupled simulations of water and sediment 
movement in mobile-bed alluvial channels with non-uniform bed materials. After some 
modifications of the model, it was applied to simulate the bed evolution of a lower segment of 
tbe Tseng-Wen River in Taiwan during the period of 1973 - 1990. Simulated results shows that 
the bed variation can be reasonably predicted, whereas the observed median particle size of the 
bed is much finer than the computeu. 

INTRODUCTION 

Natural river with mobile boundary constantly changes its geometry, in the form of deposition 
or scouring, during the passage of water flows. This phenomenon is resulted from the unequal 
sediment transport rate at each cross-section of the river due to the variation of flow velocity, 
depth, and composition of bed material at each cross-section. To predict the alluvial-channel 
bed evolution, one can resort to physical or numerical modeling. In general, the former is time- 
consuming and expensive, and the latter, on the other hand, is economical in time and money. 
Hence, the pursuit or further improvement of numerical techniques to simulate river-bed 
evolution still receives significant attention by researchers and practicing engineers. 

The method of characteristics (MOC), among the existing numerical techniques, was originally 
developed for calculating the water-wave celerities associated with pipe flows or flows with the 
free surface. If the problem under consideration is simple enough, the analytical solution can be 
obtained using the MOC. Later on, the MOC was extended to solve the problem of alluvial 
mobile-bed evolution in tbat’added to a wave celerity related to the bed deformation for uniform 
sand is the other two water-wave celerities (e.g., de Vriend, 1973; Wu, 1973). Because of the 
large difference in magnitude between the bed-deformation celerity and the two water-wave 
celerities, Lai (1991) proposed a so-called multimode MOC model to increase the numerical 
accuracy by allowing the characteristics curve associated with the disturbance of bed 
deformation to reach back several time steps from the current time step. 

Knowing the fact that natural rivers are composed of non-uniform sediment and the previous 
three-characteristics MOC model for solving the uniform-sediment bed evolution has its limited 
practical value, Yeh et al. (1995) proposed a NMMOC model being able to account for the case 
of river bed composed of non-uniform sediment. In the model, several assumptions were made 
to allow the problem tractable and to reveal some meaningful insight of the problem in a more 
direct way. These assumptions include: prismatic channel with rectangular shape, no buffer 
reach at the upstream end of the channel, constant mixing-layer thickness, no armoring effect, 
and no spatial-delay effect due to non-equilibrium sediment transport. In this paper, the fit two 
assumptions were removed to consider an alluvial river having arbitrary boundary geometry and 
the bed material composition at the upstream end of the river being changeable due to different 
sediment transport rates at that section at different times. The modified model then was applied 
to simulate the bed evolution in the downstream reach of the Tseng-Wen River, located in the 
southern Taiwan. 
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GOVERNING EQUATIONS 

Given the assumptions of (a) constant mixing-layer thickness in the bed, (b) no armoring 
phenomenon during persistent degradation, and (c) no spatial-delay effect of non-equilibrium 
sediment transport rate, the governing one-dimensional unsteady equations for sediment-laden 
flow in a non-uniform-sediment alluvial channel, without lateral inflows, can be written as 

aZ ah ah A au u aA 
at+at+u~+--+B$b=o 

B ax 
au au ah a2 
=$+u~+g~+g~=-gSf 

az 1 a(4sw 
at+EJqy=O 

apbi a(%$) 
-=-$i$B[ ax 

%lsB) -_ - 
at Fb ax 1 i = 1, . . . . N 

where z = bed elevation: h = flow depth; t = time; x = distance; u = flow velocity; A = flow 
area: B = channel width; aA/ax 1 I, = the rate of change of A with respect to x when h is held 
constant; g = gravitational acceleration; S, = friction slope; p, = sediment porosity; q, = 
sediment discharge in volume per unit width; Phi = fraction of sediment in the i-th size range, 
dsi, in the active layer; qsi = sediment discharge of i-th size range per unit width; a = thickness 
of mixing layer; Fb = Phi in case of bed aggradation; Fb = Pbio in case of bed degradation with 
Pbio = fraction of sediment in the i-th size range of the parent bed, and N = number of different 
particle sizes. Sediment transport relation in Eq. (4) can be stated as 

N N 

4, = 2 9 = c Phi fi(u, h, dsi,...) i=l ” i=l 

where fi denotes transport capacity of dsi, which is a function of flow intensity and sediment 
properties. In this study, Engelund-Hansen formula is adopted. Note that Engelund-Hansen 
formula is used for calculating the total bed material load using the median particle size, d,,, as 
the representative sediment size. To obtain the respective sediment discharge of each particle 
size dsi, Engelund-Hansen formula is used to calculate the sediment discharge capacity fi by 
replacing d,, with dsi. A correction factor then is required to let the sum of the sediment 
yarge rates for each particle be the same as the sediment discharge rate computed by using 

SO 

TRANSFORMATION OF GOVERNING EQUATIONS 

Using the notations zt = &/&, ux = &/ax, . . . . Pbit = aPbi/&, etc., Eqs. (1) - (4) can be expressed 
as 

N 
Ji = Pbit + fiPbi, - Si ,z f.P ,E1 J bJx + j$hx + Oiu, + yi = 0 i = 1, . . . . N 
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J N+l =zt+h,+uhx+~ux+a=O (7) 
.I N+2=ut+uux+ghx+gSf=0 (8) 

N I 
J N+3=zt+aCf.P. +&~hx+$oux+B=O 

j=I J bJX P (9) 

where w = aq@h; o = aq$Ju; vi = LIq,i/dh; cni = dq,i/au; p’ = 1 - p,; fi = fj/(ap’); Si = Fh/(ap’); vi 

= (vi - Fbw)/(ap’); 3 = (cni - Fbw)/(ap3; yi = (qsi - Fbqs)Bi(ap’B); cx = u/B(BA/W I,,; and B = 
q,B.Jp’W. 

Combining.Eqs. (6) - (9) linearly with the constants at, . . . . aN+3 yields 

JS = atJt + . + aNJN + aN+tJN+t +aN+2JN+2 + aN+3JN+3 = 0 

After collecting related terms, Eq. (10) reduces to 

(10) 

DPbl DPbN JS=atr+...+% Dt -+~+l~+~+2~+(~+I+~+3~+G=0 (11) 

where the total derivative D()/Dt = &)/at + [d()/dx] dx/dt, represents the differentiation in a 
given characteristic direction under the condition 

a,,,< a + a.; -f. !Z a.& ‘1 ‘j,lJJ 

ai 
i = 1, . . . . N 

ii a$. + s+,u + aN+2g + s+~$ 
=j=l J J 

aN+l 
N 
C a.& + a 

0 

=j=l J J N+l k + %+2’ + %+3$ 

aNt2 

aNt2g = 
aN+l + aNt3 

with h = characteristic value or eigenvalue; and 

(12) 

G = alyl + . . . + aNrN + aNt1” + aNt2g ’ +aNt3p f (13) 

Eqs. (12) and (11) are the characteristic and the compatibility equations corresponding to the 
original partial differential equations. Rearranging Eq. (12) yields a homogeneous system of 
(N+3) linear equations. By the row operation, the problem of solving the system of equations 
reduces to a problem of finding eigenvalues. According to Cramer’s theorem, it has a nontrivial 
solution of unknown column vector [at, . . . . aNt3 IT (called eigenvector) if and only if the 
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corresponding determinant of the coefficient matrix is zero. This leads to a polynomial of 
(N+3)th degree in eigenvalue h. Hence, the (N+3) eigenvalues can be obtained from the 
polynomial. From the definition in Eq. (12), the eigenvalues represent the celerities of the (N+3) 
waves associated with water and solid particle disturbances in a channel. Given the eigenvalues, 
integration of Eq. (12) yields (N+3) trajectories of disturbances associated with water and 
sediment. These trajectories are called the characteristics. Two of the (N+3) characteristics are 
related to water-surface disturbances, and the remaining characteristics correspond to 
disturbances of bed deformation and composition variation in the mixing layer. 

ALGORITHM OF NMMOC MODEL 

Consider an x-t rectangular grid system in a plane, whose time intervals At are set equal, and 
distance intervals Axj are not necessarily equal (Fig. 1). At any interior grid point p at (x? tk+,), 
there are (N+3) characteristic curves passing through it. To solve for the (N+3) unknown 
variables, i.e., Pht , Ph? . . . . Pht,,, h, u, and z, at point p. Eqs. (11) and (12) are discretized as 

xp - xi = hip@, - fi) i = 1, . . . . N+3 (14) 

al,iPcPblP - Phti) + . . + ~,i~“aNp - ‘ht+i) + aN+t 

’ 

tp(hp - hi) + %+Z,iP(‘P - ‘i) 

+ (%+l,ip + aN+3,i d(Zp - Zi) + GipCtp - ti) = 0 i = 1, . . . . N+3 (1% 

where single or triple subscript = a grid or interception point; and double subscript = a curve 
segment of a given characteristic. Let $ip be a general representation of quantities li,, a I,rp’ ...’ 
aN+3 ip, and Gip, which are functions of (N+3) variables at points p and i. Then $ip can be 
approximated as follows: 

$ip = ’ $i + (I - ‘) @ P 

where 8 is the weighting factor, which can be determined if hip is known (see Fig. 1). 
Substituting Eq. (16) into Eq. (15) yields 

Fi($‘, $I?‘, $I;;;) = 0 i = 1, . . . . N+3 

Besides the requirement of the initial steady-state condition for the entire domain, boundary 
conditions, which are related to characteristics or eigenvahres, are also needed in the model. 
One characteristic (upstream propagating water-surface disturbance wave) and (N+2) 
characteristics ( one for the downstream propagating water-surface disturbance wave and the 
rest for the bed deformation and fraction variation waves) at upstream and downstream 
boundaries, respectively, are available for the subcritical flow condition. Therefore, (N+3) 
boundary conditions are required to solve the problem under the subcritical flow condition. The 
required boundary conditions can be stated as 

i = 1, . . . . N+3 
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where the subscript “b” denotes upstream or downstream boundary of a channel. It is usually 
difficult to have the data on the temporal variation of bed elevation, z(t), at the upstream 
boundary of the channel. Instead, the sediment discharge, Q(t), is used to estimate z(t) at the 
upstream end. To avoid the calculated z(t) being affected by the choice of Ax, the concept of 
buffer reach (Cunge et al., 1980) was adopted. The sediment continuity equation for the buffer 
reach is 

18, @f+’ - Qf+’ ) + (1 - en,@; - Qi)] At = @x(1 - p)B($’ - 4) 

where 0n = weighting factor; @, Qi = upstream imposed inflow sediment discharge and 
sediment discharge of the buffer reach, respectively, at time kAt; cpAx = length of the buffer 
reach; and zn = bed elevation of the buffer reach. The factor cp can be estimated through the 
celerity of bed-deformation wave by the following form 

(20) 

The fraction of each sediment class, Phi(t), in the buffer reach can be obtained in the similar 
way, which is also served as one of the upstream boundary condition. 

For an alluvial channel consisting of L subreaches, there are (L+l)(N+3) unknowns to be solved 
at any time step. Combining Eqs. (17) and (18) yields a set of (L+l)@I+3) linear equations with 
(L+l)(N+3) unknowns, which can be expressed as a block-diagonal matrix system. The system 
can be solved using Thomas algorithm together with the LU decomposition technique. Because 
the coefficient matrix is nonsingular and the column vector of constants is non-zero, the 
solution is unique and nontrivial (Chen, 1994; Lai, 1994). 

APPLICATION AND DISCUSSION 

The total length of the Tseng-Wen River is 138.5 km, and the basin area is 1,176 km’. It has 
two large tributaries: Hou-Ku Creek and Tsai-Liao Creek. The bed slope above the junction of 
Tseng-Wen River and Tsai-Liao Creek is over 0.0015, and is about 0.0003 below the junction. 
Tseng-Wen Dam was completed in 1973, which is 82 km upstream from the estuary. The reach 
considered here as an application example is from section no. 38 (one section downstream of 
Hsi-Kang Bridge) to section no. 21 (Kuo-Sheng Bridge), which are 16.6 km and 9.2 km 
upstream of the estuary, respectively. 

Few measured data related to the bed-material composition and channel geometry of the Tseng- 
Wen River are available. Two bed-material composition and cross-sectional geometry data in 
1973 and 1990 were used in the study. Measured bed-material composition (dso = 0.155 mm, os 
= 1.7) at section no. 21 (Fig. 2) in 1973 was used as the initial condition for the entire reach 
because of no other data available in the reach. Five representative sediment classes were used. 
The mixing-layer thickness was assumed to be 60 cm and Manning’s roughness was estimated 
as 0.03. For simplicity, the highly irregular cross-sectional shapes were modified as rectangular 
compound ones. Figure 3, as an example, shows the original (1973) and the modified cross- 
sectional shapes at section no. 30. 
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Five large floods during 1973 - 1990 were assumed to dominate the bed evolution in that 
period. These five floods were resulted from a storm, and typhoons Billie, Thelma, Amy and 
Agnes. The regulated floods through Tseng-Wen Reservoir at Hsi-Kang Bridge were recorded. 
Combination of these floods in series served as the upstream inflow discharges of the 
considered reach. Figure 4 represents the largest flood hydrograph at Hsi-Kang Bridge due to 
typhoon Agnes. 

Figure 5 shows the comparison of computed bed variation against the measured one. Note that 
the origin of the abscissa locates at the upstream boundary of the reach. The overall tendency of 
degradation of the river bed can be qualitatively simulated by the model. The predicted variation 
of dso along the channel is shown in Fig. 6. It can be seen that the bed material is a little coarser 
in the upper reach and slightly finer in the lower reach when compared with the original 
composition. However, the measured d5o at section no. 21 in 1990 is much finer than the 
computed. This discrepancy may come from several factors, e.g., assumptions made in the 
governing equations, simplification of the channel geometry, negligence of small floods, and 
sand mining in the field. Figures 7 and 8, as an example, represent the temporal evolutions of 
simulated bed elevation and dso, respectively, at section no. 28. Insignificant variation of the 
simulated results can be found from these figures. 

CONCLUSIONS 

Two assumptions of the NMMOC model proposed by Yeh et al. (1995) was relaxed in this 
study. The modified model was successfully applied to simulate the bed evolution of a short 
downstream reach of the Tseng-Wen River in Taiwan. The simulated bed variation is correct in 
the tendency as compared with the measured data. However, the significant fining of the bed 
material cannot be well predicted at the present stage due to several reasons. More field data and 
fnrther refinement of the model will be equally important in the future study. 
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Fig. 5. Comparison of computed and measured bed vmiations 
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GLOBAL APPROACH FOR SENSlTIWTY AND UNCERTAINTY ANALYSIS 
OF A SEDIMENT TRANSPORT MODEL 

By Jinn-Chuang.Yang, Professor, Dept. of Civil Engrg., National Cbiao Tung Univ. ; Cbe-Ha0 Cbang, 
Researcher,Energy & Resources Labs., Industrial Technology Research Institute, Hsinchu, Cbian-Ming Wu, 
Director,Water Resources Pluming Commission, Ministry of Economic Affairs, Taipei, Taiwan, ROC 

&&@: The commonly wed first-order method for sensitivity and uncertainty analyses is to approximate a model 
by linear expansion at a selected paint. Conclusions from tbe first-order method could be of limited use if the model 
responses drastically vary at different points in parameter space. To obtain the global sensitivity and uncertainty 
features of a sediment trampat model over larger input parametex space, the Latin hypercubic sampling technique 
along with regression procedures were employed. For the pupae of illustrating the methodologies, the computer 
model HEC’LSR was selected in tbis study. Through an example application, the results about the parameters 
sensitivity and uncertainty of sediment discharge were discussed. 

INTRODUCTION 

Sensitivitv An&six The sensitivity of a input parameter indicates its influence on a model output. Drastic 
alteration of an output with an equivalent parameters regulation rate is accomplished by a higher sensitivity 
coefficient. This fact indicates where data collection will best improve the confidence in model results and offers 
controlling insight of model behavior on which a modeler or user should give more attention (Thomson and Sykes, 
1990). 

Consider that the output Yof a sediment transport model is related to n stochastic input parameters X=[ X,. X2,-. 
&IT, with superscript ‘T’ being the transpos of a vector, as 

y = f(x) (1) 

in whichAx) is D general expression for the model. A commonly used measure of sensitivity of the output with 
respect to the input parameters at a selected point x’ in pa-&r space is the gradient vector shown BS 

Vf(x’) = r 
[ 
ay ay ,..,.. ay 
ax,'aq' 'ax" I, I 

Each term of the. first-order partial derivative indicates the change in the output due to one unit change in the input 
parameter in the neighborhood of the selected point. 

Uttcaiaintv Anal&: In P sediment transport model, basic hydraulic and sediment transport theories are for the 
moS‘ p-t included. Hmvevcr, the natural p*ocesres involving interactions in flow and emdible. channel beds ae 
too complicpted to be described completely by the current state-of-knowledge. In other words, the tmxtainty could 
attribute to our lack of perfect ttndemtmdiig about the physical phenomena and process under consideration. AlI 
the uncertainties may contribute to the stochasticity of the input parameters to a sediment transport model which, 
in hm, result in the output umxtainty. Basically, the purpose of uncertainty analysis is to determine the 
uncertainty features of a mode.1 output as affected by stochastic input parameters. 

Referring to Eq.(l), the uncertainty in a model output, by the first-order approximation, can be estimated as 

Var( Y) = Vf(x ‘,‘C, Vf(x 3 (3) 

where C, is the covariance matrix of the stochastic input parameters X. Eq. (3) points out that uncertainty of a 
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model output is affected by both the stochasticity and sensitivity of input parameters. 

Sensitivity and uncertainty analyses are closely related but different in concept. The former is used to analyze the 
internal mathematical responses of model outputs as affected by changes in model input parameters, whereas the 
latter is used to analyze the stochasticity of the model through these internal relationships. Therefore, the important 
parameters identified by these two analysis might not be identical. In general, the task of uncertainty analysis 
involves sensitivity analysis. 

A Global View of Sensitivitv and Uncertaintv Analvsis: Sensitivity and uncertainty analyses of model behaviors 
could be performed from a local or global viewpoint. Local sensitivity analysis is concerned with the model output 
variability due to the differential changes in input parameters at a selected point in parameter space. Tbe selected 
point often locates on the nominal values of the input parameters. Tbe gradient vectors described in Eq.(Z) are 
measures of local sensitivity. For a model whose sensitivity feature varies from one region of the parameter space 
to another, the local sensitivity measures evaluated at a selected point would not shed much light in understanding 
the sensitivity behavior of the model over the entire domain of parameter space. This argument is equally valid for 
using local measures, such as Eq.(3), to address the global uncertainty feature of P model output. 

Analyses from a global viewpoint, on the other hand, focus on the general model behaviors over defined parameter 
space. Global sensitivity analysis is concerned with the pattern of change in model output due to change in input 
parameters over the parameter space. In general, global sensitivity analysis can be accomplished with less 
computation. The lack of resolution could limit its usefulness, especially when the effect of an input on an output 
is drastically different in wiws parts of the parameter space (Yeh and Tug, 1993). However, if such global 
analysis is performed properly, the results could be. much more valuable and useful than those from local analysis. 

.$I this paper, P practical metbodologicpl framework for global sensitivity and uncertainty analyses of a cmnputerized 
sediment transport model is described. In the m~certainty analysis, the sediment transport model under consideration 
is treated BS error-free whereas its input parameters could be. subject to uncertainty. The framework employs a 
simple statistical sampling technique, called Latin hypercubic sampliig (LHS), along with the well-known regression 
analysis. Among various sediment transport models, HECZ-SR (Li, 1989) is adopted for the purpose of 
demonstrating the methodological framework. In the following sections, the methodology for global sensitivity and 
Uncertainty analyses are described. Then. through on application example, some results about parameter sensitivity 
and mtcertainty of water surface, bed elevation and w%ment discharge are presented. 

METHOD FOR GLOBAL SENSITIVITY AND UNCERTAINTY ANALYSIS 

To assess global features of model sensitivity and uncertainty, the stochastic input parameters under predetined 
parameter space are generated. Specifically, the LHS technique is adopted in this study. Furthermae, based on 
the generated input sets and the xwrcspondmg model outputs, regression analysis can be wed to establish P 
representative input-output relationship for the model. Interpretations of statistical information from the regression 
analysis allow the assessment of tbc model sensitivity and uncertainty. 

htin b’ner~~bk hdi~~~ ILEIS) Techrtiawz The basic idea of the LHS technique is to select random samples 
for each stoclustic input parameter over its range in P stratified manner such that the overall uncertainty of a model 
output could be t.ewmably described by finite samples. 
(1) 

Its procedure can be summarized as the following: 
Consi&sr K sets of n stochastic input parameters to be generated from which the correspo&iig model 
outputs are ccmputed. 

(2) The plausible range of the stochastic input parameter is divided into K equal probability intervals. 
(3) Randomly draw P sample value for the stochastic input parameter under consideration from each interval 

resulting in K random samples for the stochastic input parameter. 
(4) Randomly permute. the K samples for the stochastic input parameter. 
(9 Repeat steps 2 to 4 for all stochastic input parameters resulting in K input sets. 
(6) Apply the K input sets to the model and obtain the K outputs of interest. 
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The above description of the LHS assumes that the n model input parameters are oncorrelated. In the case that the 
stochastic input parameters are correlated, the joint probability density functions of the inputs arc required. 

Reeression Analvsis: To identify the relative importance of involved stochastic input parameters, a simple, yet 
representative relationship behveen the outputs and inputs for a model under investigation is established as 

Y = f(X) (4) 

in which AX) is the established surrogate model for the original model. The basic requirement for usingJ(X) in 
global sensitivity and uncertainty analyses is that&Q is a sufficiently accurate approximation of the original model, 
AK), at least within the parameter space considered in the analyses. Such relationships can be developed using 
regression analysis in which the model output of interest is treated as a dependent variable while the stochastic input 
parameters are independent variables. Once an appropriate regression equation for the model rutput and input 
parameters is established, statistical information can be utilized to identify the relative impatance of the stochastic 
input parameters involved. Applications of these methods to uncertainty analysis of hydraulic models can be found 
in Yeh and Tong (1993) and Chang et al. (1992). 

It should be kept in mind that the approximated model, AX), is only a working tool for allowing easier assessment 
of overall model behaviors for the parameter space considered. when properly established, the approximated model 
can be used as a substitote for the original model within the parameter space it is derived. However, for a more 
general application, use. of the original model is the only way. 

EXAMPLE APPLICATION 

To demonstrate the utility of this methodological framework for sensitivity and uncertainty analyses, a project done 
by Simons, Li & Associstes, Inc. (SLA) was selected as the example (SLA,1986). A 2.9~mile-long section of the 
Santa CNZ River adjacent to Green Valley, Arizona, U.S.A., is the study reach for hydraulic and geomorphic 
analysis. The project goal is to establish the design parameters associated witb installation of approximately 4,500 
linear feet of soil-cement pipe protection. and approximately 3,700 linear feet of soil-cement hank protection. In 
this paper, the procedure. of sediment muting with HECZ-SR is the major concern. 

Uncertaintv of Model Innut Parameter& Input data for a sediment-routing procedure consists of hydraulic 
condition in each reach including channel geometry, river and watershed information, and tributary sediment 
loading. Initial charmel geometry can be obtained from field measurement and was assumed free from uncertainty 
in the shady. Watershed information contains reach definition, surface and subsurface bed-material size distribution 
for each reach and inflow hydmgraph. No tributary was considered in this study. Thus, for this application 
example, the uncertainty of a model output is recognized as a function of the input uncertainty in hydraulic condition 
and bed-material distribution. The stochastic input parameters considered include Manning’s mu&mess coefficients 
at left and right banks and cbzumel (Nl, Nr, NC), contraction and expansion coefficients (Cc, Ce), porosity (POR), 
eight grain sips (Pl-PS), and m&cc layer thicknea (SLT). The nominal values of these 15 stochastic input 
pamnetem wed in the Malysia were those specified in the HEC2-SR original data and all were assumed to bwe 
uniform distribution8 without correlations among them. The plausible ranges of variation were set at I5 % for upper 
and lower bounds. Tbe stochastic f&ores of the input parameters were listed in Table 1. The percentage of the 
grain sizes used in analysis were kept constant and listed in Table 1. Using the LHS technique, 30 data sets for 
the 15 stochastic model input parameters were generated from which the corresponding outputs were computed. 

Model Outruts Considered: Sediment discharge, one of the model outputs, at four spatial locations and three time 
points, were examined for their sensitivity and uncertainty. The four locations were cross-sections 1,5, 7 and 9 
from downstream end of the system. The three time points were at T=2,6 and 9, each representing before peak, 
during peak and after peak of the inflow hydrograph as shown in Fig. 1. An examination of model output variability 
at different times and locations allows one to assess temporal and spatial variations of model outputs. Since one 
output at 3 time points sod 4 locations were to be analyzed, a total of 12 regression equations were established by 
using the statistical package MINITAR (Ryan, Joiner, and Ryan, 1985). 
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RESULTS AND DISCUSSIONS 

In this particular study case, using a simple linear regression function as Eq.(8) has resulted in the valuw of Rf 
exceeding 95% for the majority of the I2 cases. This fact indicates that, within the parameter space considered, 
the sediment transport model is well described by the 12 linear functions which can be used to perform the global 
sensitivity and uncertainty analyses with good confidence at the specific time steps and locations. 

Results of Sensitivity Analvsis: The dependence of the temporal and spatial variations in the sediment discharge 
on parameters sensitivities do not reveal clear pattern in this study. Due to the similar responses at different 
locations, the regression coefficients and t-values for the model output only at cross-sections 1 are presented in 
Figs.Z-4 to illustrate the input parameters’ sensitivity. Note that a comparison of the regression coefficients and 
the associated t-values among stcchastic model input parameters could identify which parameters are the ones 
controlling the model behavior. Generally, a parameter with higher sensitivity coefticient is statistically significant. 
In case that a sensitivity coefficient is significant, its magnitude indicates the intensity of the sensitivity. 

Two of the most significant parameters affecting the sediment discharge are the NC and the particle size P3 in the 
sensitivity analysis. The sensitivity coefficient of NC and associated t-value, indicated by Fig. 2, shows that a 
negatively correlated relationship exists khveen the sediment discharge and the NC. It is reasonable that the 
sediment transport capacity increases with the flow velocity which is inversely affected by the NC. Referring to 
Table 1, the P4 is the principle constituent in sediment composition of surface and subsurface layers. However, 
the result of sensitivity analysis indicates that the P3, rather than the P4, has the largest sediment transport rate in 
the considered flow condition according to the model computation. Tbis can be explained by the fact that sediment 
transport is presented as the balance of flow condition and ercdible bed. Sediment composition alone could not 
dominate the outcome of sediment discharge. 

From B model calibration aspect, it is efficient to first consider the regulation of a model output with sensitive input 
pammeters. Then, detail parameters Ming is applied to obtain the best agreement with observations. The 
generation ~of such sensitivity inform&m would benefit one’s realization to deterministic behavior of model 
computation so as to improve calibration procedure. 

Results of Uncertaintv Analvsis: In the uncertainty analysis, the. bii and standard deviation of the sediment 
discharge were shown in Fig. 3. The. bias is the differences between the mea0 value of the model output computed 
from the input sets generated by the. LHS technique and the model output obtained by using the mean values of the 
input parameters The standard deviations of the model outputs were obtained from the thirty model outputs which 
were computed from the input sets generated by the LHS technique. 

The results indicate that the uncertainty of the sediment discharge increases with the flow rate. Since sediit 
discharge is concerned with transport capacity which depends closely on flow condition, it is expected from Fig. 
3 that the uncertainty is dominated only by the diibarge. 

In this study, consi&ntion is givm to the fact that model output unceainty arises only from the uncertainty of 
input pammeks. Namely, type II umxMainty is considered in which the. model is assumed correct but contains 
uncertain input. One major concern of uncertainty analysis is the. identification of important input parameiers. The 
relative importance of P input parameter in uncertainty analysis is nxasured by its contribution to the overall 
uncertainty of P model output. The PCCs shown in Fig. 4 were the indicators for the relative importance of the 
parameter with regard to their contribution to the model output uncertainty. Compared to the sensitivity coefficients 
or t-values squired from the sensitivity analysis, the NC, POR, SLT, and P3 are still the main contributors. But 
the other input parameters like the contraction and expansion coefficients have different ranks from the sensitivity 
analysis. 

As stated previously, hvo major components affect the wxertainty contribution of a stochastic input parameter: the 
sensitivity cc&‘icient and,the variance of the parameter. The ranks of important parameters from uncertainty 
analysis could not, in general, be identical to the results of sensitivity analysis for the xason that the uncextainty 

w-68 



of input parameters is involved. Due to the assumption of uncorrelated parameters and the standardized procedure 
in this study, the results from both the analyses would be close. 

SUMMARY AND CONCLUSION 

Tbis paper demonstrates tbe framework of sensitivity and uncertainty analysis of a selected sediment transport model 
from a globai viewpoint. The framework consists of using the LHS technique and the linear regression procedure 
to examine the model behavior within predetined input parameters space. For the model and example application 
considered herein, the Manning’s roughness coefficient in channel is the most important parameter due to the high 
sensitivity coefficient and large. uncertainty contribution. The parameters for an ercdible bed including the porosity, 
surface layer thickness, and particle size P3, are also tbe important parameters to the sediment discharge. 

Uncertainty analysis provides not only useful insight with regard to model perfomaance but also offers essential 
information for engineering design and decision-making. For example, in this study, the standard deviation of water 
surface or bed elevation could be used to calculate the proper safety factor of a bank protection design. Further 
study such as reliability analysis can be followed to offer more concrete measures as needed for engineering 
application since the stochastic nature of a model forecast is obtained from the uncertainty analysis. 

Stochastic analysis allows an engineer to obtain possible variations of model outputs. Information as such is 
essential for effective design and/or evaluation of hydraulic structures because wide spectrum of possible model 
respooses is available for decision-making. Results from a uncertainty analysis could help analysts identify important 
stochastic param&ts that contribute nest of the overall uncertainty of model outputs. This would allow effective 
design of data collection program for reducing mode1 output uncertainty. 

This study considered that all stochastic input parameters of the HECZ-SR are uncorrelated rstldom variables with 
uniform distributions. In reality, the input parameters of P sediment trsnsport model could be non-nornvlly 
distributed and correlated. Comparing with the variety of the random number generation for univariete variable, 
multivariate random number generation is much more restricted to a few joint distributiona such as multivariate 
norm& multivariate IognormaI, and multivariate gamma (Johnson, 1987). It would be desirable that algorithms 
could be. developed that would allow getlemtiag synthetic mode.1 input parameters which have mixture ofnon-normal 
distributions and con&ted. 
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Table 1. The stochasticity of input parameters 

Name Description L.B.’ U.B’ Mean Stdev. COV’ 

Nl Manning’s roughaess 
coefficient at left bank 

0.02975 

Nr Maiming’s roughness 
coefficient at right bank 

Manning’s roughness 
coefficient at channel 

0.02975 

NC 0.02550 

CC Contraction coefficient 0.08500 

C.5 Expansion coefficient 0.25500 

PCR Porosity 0.34wO 

Pl Grain sire 1 
S= 2% B= 2% 

Grain size. 2 
S= 2% B= 6% 

0.05185 

P2 0.08925 

P3 Grain size 3 
S=25% B=17% 

0.21420 

P4 Grain size 4 
S=30% B=29% 

0.50490 

P5 Grain size 5 
S=25% B=24% 

1.09480 

P6 Grainsize 
S=9% B=17% 

2.60610 

P7 Grain size 7 
S= 3% B= 3% 

Grainsize 
S=4% B=2% 

5.68735 

P8 11.4495 

SLT 518.500 

0.0402 
5 

0.035 
0 

0.0402 0.035 
5 0 

0.0345 
0 

0.030 
0 

0.1150 
0 

0.100 
0 

0.3450 
0 

0.300 
0 

0.4600 
0 

0.400 
0 

0.0701 
5 

0.061 
0 

0.1207 0.105 
5 0 

0.2898 0.252 
0 0 

0.6831 0.594 
0 0 

1.4812 1.128 
0 8 

3.5259 3.066 
0 0 

7.6946 6.691 
5 0 

15.490 
5 

701.50 
0 

13.47 
0 

610.0 
0 

0.003031 0.0866 

0.003031 0.0866 

0.002598 0.0866 

0.008660 0.0866 

0.025980 0.0866 

0.034600 0.0866 

0.005283 0.0866 

0.009093 0.0866 

0.021820 0.0866 

0.051440 0.0866 

0.111500 0.0866 

0.265500 0.0866 

0.579500 0.0866 

1.167ooO 0.0866 

52.83OCO 0.0866 

L.B. - Lower bowl& 
U.B. - upper bound; 
cov - Coefficient of variation; 
s - Percentage of grain size interval for the surface layer; 
B - Percentage of grain size internI for the subsurface. layer. 
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Fig. 1 Input hydrograph for example application 

Fig. 2 Rewlts of sensitivity analysis for sediment discharge at section 1 and section 7 
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TIDAL MARSH SEDIMENTATION 

By Guang-dou Gordon Hu’, Consultant in Hydraulic and Environmental Engineering 
Northwest Hydraulic Consultants Inc., Sacramento, California 

Abstract: An equation for tidal marsh accretion is described The equation, as well as a chart and a table developed on 
basis of the equatios can he used to estimate sedimentation rate in a tidal marsh. When actual tidal records are available, 
the same concept can be applied to calculate sedimentation rate by numerical integration. As indicated by the analysis, the 
sedimentation rate decreases rapidly when marsh plain elevation rise The averaged marsh growth rate based on long-tam 
marsh elevatien changes may be much lower than the prowth rate at the early stage of the accretion process when marsh 
plain is lower than the mean tide level. 

INTRODUCTION 

A tidal marsh is a unique land form, Marshes form as a result of the combined effects of the 
tides, rising sea level, sediment transport, and marsh plants. Accumulation of sediment and plant 
material raises the elevation of a marsh surface. The rate of upward growth depends on the 
frequency and duration of tidal inundation, the concentration of suspended sediments in the tidal 
waters, the rate of plant growth, the rate of subsidence, and compaction or desiccation of the 
marsh soil (Allen, et al, 1988; Alien, 1990; French, 1993). Suspended sediment deposition is 
usually the major factor in marsh accretion (G-one, 1982; Hu, 1994). 

The first numerical model for marsh accretion was developed by R. B. Krone (1985,1987). The 
method of calculation includes calculation of material that deposits during each period of inundation 
by a high tide and summing the amount of deposit over the period of simulation, The author pointed 
out that the uniformity of a natural marsh surface elevation indicates that a calculation of the mean 
elevation would be useful, so the.computation is limited to the vertical dimension. His model 
describes changes of suspended sediment ccncentration over tidal cycles. As water leaves a channel 
and flows onto the marsh surface during a rising tide, the suspended sediment concentration, C, 
diminishes as aggregates settle to the land surface. As new sediment-laden water fkom the channel 
mixes with the previously flooding water, however, the added sediment increases the concentration. 
This process continues until the tide reaches its maximum elevation, after which only deposition 
occurs while the water drains from the marsh. A mass balance of this process leads to 

(y,-yJ $ t w,c - (C.-C)% = 0 

where y, and y, are the elevations of the water surf&e and marsh surface relative to a selected 
datum. W, is the settling velocity of the suspended aggregates, and t is time. C. = CO during a 

’ Northwest Hydraulic ConsukantsInc., 3950 Industrial Boulevard, Suite lOOc, West Sacramento, CA 95691-3430 
Phone (916) 371-7400. Fax (916) 371-7475 
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rising tide where co is the concentration of suspended soils in the flooding waters, and C* = C 
during a falling tide. 

Laboratory tests on San Francisco Bay mud showed that when aggregation has progressed to the 
point where the average time between collision is long, the median settling velocity by weight of 
the suspended aggregates is described by 

where u was found to be 110 for W, in centimeters per second and C in ~EUIIS per cubic 
centimeter. 

The deposition during a period of flooding by a high tide is 

AY, = I w>Cdt/C, (3) 

where C8 is the grams of mineral solids per cubic centimeter of marsh soil 

The actual value of Co varies from hour to hour, depending on the wave heights and the water 
depth over the mud flats adjacent to the marsh. It is not feasible to include such variations in the 
calculation. The marsh surface elevation changes very slowly, by comparison, and is the integral of 
years of deposition. The use of a measured marsh elevation to calculate an effective Co for recent 
years of deposition provides a means for obtaining a useful value for this sensitive parameter. 

ANALYTICAL SOLUTION 

Tidal height can be written as a function of time h(t). Assuming that the tidal marsh surface is at 
elevation Ho, the water depth over marsh plain at time t is 

d(t) = h(t) - Ho (h(tl> 4) 
d(r) = 0 ( W s 4) 

(4) 

where h(t) I Ho indicates that tidal elevation is lower than marsh plain and therefore the water 
depth is zero. 

With d(t) defined in Eqn (4) the amount of suspended sediment in the water column over a unit 
area of marsh plain will be 

g(t) = c(t) d(t) (5) 

in which c(t) is the concentration of suspended sediment in the tidal water. Both g and c are 
written as functions of time. 
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For convenience of analysis, we approximate tidal heights with a cosine function of time t. 
Assuming two equal high and low tides for each lunar day with tidal range ZAH, then tidal height 
will be 

h(t) = AH{1 +COS(7&6)) + HMLw (6) 

in which f is time in hours, H.,,Lw is the elevation of mean low water. 

For purpose of general applications, now we define non-dimensional tidal elevation as 

h ‘(t) = (h(t) - HkcLw-)‘AH = I+ COS(7u/6) 

which is plotted in Figure 1. 

0 6 12 18 24 

time (hours) 

Figure 1, Non-dimensional tidal heights h ‘(t) 

If we write the elevation of tidal march as Ho = HMLw f CZAH in which a < 2, the water depth 
over marsh surface at time twill be 

d(r) = h(t) - Ho = AH(I+COS(rrt/6) - a) (I+COS(zt/6) > a) 
d(t) = 0 (I+COS(zt/6) I a) 63) 

in where a can be considered a non-dimensional parameter of marsh elevation. 

Similar with Eqn (7) now we write non-dimensional water depth as 

d’(t) = d&J/AH (9) 

which is the vertical distance between tidal height and marsh elevation a 

Substitute (8) into (5). the amount of suspended sediment in the water column over a unit area of 
marsh plain would be 
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g(g =- c(t) d(t) = c(t)AH (I+ COS(m6j - a) (10) 

when marsh plain is inundated, that is when l+ COS(nt6) :, a. The discussions in the 
following sections will refer to the same condition if inundation is not mentioned. 

Now we assume that the amount of sediment deposited over marsh surface within a certain time 
period is a fraction of the total amount of suspended sediment in the over laying water column, 
the deposition amount of the period will be 

w(tj -f(tj g(l) =f(g c(t) d(tj = f(t) c(t)AH(I- COS(7zI6) - a) (05 f(t)sIj 01) 

in which f(l, is the settling rate of suspended sediment in a certain time period. 

The amount of sediment deposited at marsh surface over a period At can be obtained by 
integration of EqEqn (11): 

WA, = I,, w(t) dt = I,, f(t) c(t)A H (I + COS(x t 16) - a ) dt 

In which the time unit of f() has to be consistent with t. Take the average of suspended 
sediment concentration and settling rate over dl as 

4, = &jA,fW 

Then Eqn(l2) becomes 

w,, = AHF,,G,[d, 0 + COS(rrt/6) - a)dt 

m 

(13) 

(14) 

(15) 

Eqn (15) has an analytical solution. Integration of (15) for A t = 24 hours is 

where subscripts 24 of F and C indicates that they are the average for a 24-hour period. Since 
hour is used as the unit oft for integration, the unit of F24 should be hourly settling rate. 

To generalize the result in Eqn (16), let 2-l-hour non-dimensionual deposition amount be 
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w;, = w,, 
A H Fz4 C,, = 

4.0(1-a) cos-‘(a-1)+ Jqzq (17 

Table 1 lists W’ for A 1 = 24 hours with a from 0 to 2. The results in Table 1 is plotted in Figure 
2. It is obvious that deposition amount depends on the elevation of marsh plain. The higher the 
elevation is, the shorter the period of inundation is. Water depth at higher elevation is also less 
during inundation, All these contribute to less amount of deposition at higher elevation. In marsh 
accretion process, the growth rate is never a constant. It decreases rapidly when marsh elevation 
grows. 

ON-I-wJQa-Nb~coN 
6 d 6 d ,A s A A 

nondimensional tidal marsh elevation 

Figure 2. Nondimensional deposition rate IV, 

Tuble I and Figure 2 can be used for estimation of deposition rate. Firstly, calculate a based on 
marsh elevation, tidal range and mean low water. Then find 24hour non-dimeizsional deposition 
rate in Table I or Figure 2. Finally, calculate 24hour deposition rate by using 

w,, = w’24 flF24 c24 

Following is an example for the application of Table I or Figure 2. 

Tidal marsh plain at elevation -1.0 ft NGVD. Tidal rcmge is 4.4 feet. Mean low water is -2.2 feet 
NGVD. Suspended sediment sampling indicates that the average suspended sediment 
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concentration is 0.3 gram per cubic liter. Hourly sediment settling rate is estimated as 0.8. 
Calculate the amount of deposition over a six month period. 

2M = 4.4$, therefore LW = 2.23 
a = (Ho - hrstL,;,:AH = (-1 - (-2.2)) ft ‘2.2ft = 0.55 

Find in Table I or Figure 2 that W’*, = 7.25 when a = 0.55 
Unit convemion of C,, : CT,, = 0.3 g1 = 8. I gft3 

I/se Eqn (18) to find the 24-hour sedimentation rate: 

W,, == (7.2j)(2.2flj(O.80)(8.1 gft3) y= 103 gf?-24 hour 

Assume that the deposition rate can be considered constant, the deposition amount in the 
6-month period will be 

(103 &j(30.5)(6) = 18914 g@ 

If the dens&y of the new deposit is I200 g/l, this deposition amount indicates an elevation 
raise of about 0.6feet in the 6-month period. 

The accumulation of sediments will raise marsh plain elevation which is called marsh growth or 
marsh accretion. Eqn (I 7) as well as Table I and Figure 2 can be used to predict the marsh 
growth process. 

Case Study 

The analytical solution Eqn (I 7) used daily average tide to calculate the deposition rate by 
integration over a one-day period. Longer period of integration can also be used. Figure 3 is the 
tidal curve h(t) of North San Pablo Bay near Sonoma Creek for a 14&y period which contains 
both spring and neap tides. Tidal characteristics are listed in Table 2. 

0 2 4 6 8 10 12 14 

time in days 

Figure 3. Neap-spring tides of north San Pablo Bay 
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Table 2. Tidal characteristics in North San Pablo Bay, Unit: feet NGVD 
Mean Tide Level 1 Mean High Water ] Mean Low Water 1 Tidal Range 

0.93 3.12 -1.26 4.38 

Suspended sediment concentration measurements were made in an area near Napa Marsh in San 
Pablo Bay (Jenkins, 1986). In the period from February to August in 1983, 176 water samples 
were. taken to analyze the suspended sediment concentration which provided 44 suspended 
sediment concentration profiles during floods, high waters, ebbs, and low waters of 11 days. 
44 depth-averaged concentrations were obtained and were divided into four categories: 
flood, high, ebb, low. The average concentrations for each are listed in Table 3. 

Table 3. Measurements of suspended sediment concentration in North San Pablo Bay 
Tidal Period Flood High Ebb Low 1 Average 

Concentration (mg/i) 545.5 260.2 185.9 183.6 293.8 

A salt pond intake channel in the area has been repeatedly filled by sediment and 
dredged. Based on the survey records of the channel bottom elevation, it is estimated that 
the sediment settling rate is about 50%. 

Using the same concept for the analytical solution, the deposition amount in a certain 
time period can be obtained by integration: 

Numerical method is used to integrate Eqn (19). The results for Ho = -4.03 - 4.0~7 are 
plotted in Figure 4. 

a y-‘?~‘;O”rJm* 

marsh elevation in A NGVD 

Figure 4. 14-day deposition rate 

Assuming top layer density of 1200 gil, the results in Figure 4 has been converted into 
depth of deposition. 

(191 
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The results in Figure -/ indicate that, while the deposition rate at -4.0 feet NGVD is 0.22 fi per 
14-day period, the deposition rate above 3 feet NGVD will be close to zero. The accretion 
process of a marsh plain at elevation --l@Iv’rXD is predicted using growth rate plotted in Figure 
3. The growth rate decreases rapidly when marsh elevation approaches mean tide level. The 
marsh elevation change as a function of time is plotted in Figure 5, 

0 1 2 3 4 5 6 7 8 9 10 11 12 14 16 20 24 

Figure 5. Predicted marsh accretion process 
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Nunwicai Modeling of Storm-Induced Beach Emsion 

S. Jam11 Smi&, Hydmdic Engineer, U.S. Amay Cmps of Engineers, Coastal Fmgineering Resemch Center, 
Vicksburg, MS; Randall A. Wise, Resemh Hydmdic Engineer, U.S. Amy Corps of Fngineen, Coa~tsl 

Engledng Raea Center, Vicksburg, MS 

Abshef~ Beaches erode and accrete in response to the varying waves, water levels, and currents which characterize -. 
the nearshore zone. During storms, catastrophic beach and done erosion can occur in a matter of hours, resulting 
in significant shoreline recession and damage to property and upland resources. Consequently, protection of upland 
resources against storm erosion, flooding, and wave attack is a primary concern in the field of coastal engineering. 
Beach nourishment has become a preferred method of providing such protection, and many beach fill projects have 
been designed and constructed in the past several years. Effective design of beach fills for shore protection requires 
an understanding of and an ability to predict sediment transport processes that control beach response to storms. 

The Storm-induced BEAch CHange (SBEACH) numerical model was developed by the U.S. Army Corps of 
Engineers (USACE) for simulating two-dimensional beach and dune erosion produced by storms. The model is used 
in beach till project design applications to calculate beach profile response of alternative design configurations to 
a statistically defined set of storms in order to estimate with- and without-project damages over the project design 
life. In the design process, storm erosion and damage estimates are utilized in economic analyses to compare total 
project costs and total project benefits (including storm damage reduction benefits) for each design alternative. 
Federal participation in a beach fill project occurs only if net national benefits are demonstrated for the project, and 
the design alternative which maximizes such benefits is typically selected. Thus, accurate prediction of beach 
erosion in response to storms is important in defming and optimizing both the physical performance and economic 
viability of a beach till project. 

INTRODUCTION 

The natural beauty and serenity offered by beaches attract many visitors to Amerioa’s coasts every year. This natural 
resource generates large revenues for local governments and residents of these areas. Not only does the beach 
provide a means of income, but also a means of protection from storms that attack the shoreline. 

Storms are capable of causing severe damage to coastal regions (which can range from millions to billions of 
dollars). A healthy beach is crucial in stemming these potential damages by offering protection against storm surge 
and waves. The U.S. Army Corps of Engineers (USACE) is involved in assessing the level of protection that a 
specific beach offers. When a beach’s storm protection capacity is found to be deficient, placement of sand in a 
beach fill is often performed to increase the beach’s level of protection against coastal storms. 

An essential ingredient in the assessment of a beach’s level of protection is the determination of the beach profile’s 
response to storms of varying intensity. SBEACH is designed to be used as a tool in estimating teach profile 
change due to erosive wave and water level conditions (ac&retionmy processes are not modeled), and is used in 
determination of cost-benefit ratios for a given beach till design. 

The model was empirically founded upon sediment transport rates and profile evolution observations in large wave 
tank (LWT) laboratory experiments and was later verified to high-quality field data sets (Larson and Kmus 1989; 
Larson, Kraus, and Bymes 1990). Since its development, the model has been continuously enhanced and now 
incorporates the ability to model a seawalled profile, done overwash, and irregular waves. Primary uses of the 
model by the coastal engineering community are focused towards prediction of two-dimensional profile response, 
particularly dune and foreshore erosion for the design of effective beach fills. 

SBEACH is fundamentally based upon observations that cross-shore sediment transport is proportional to the amount 
of incident wave energy in excess of the equilibrium energy dissipation and that sediment is conserved eero~s the 
profile (Larson and Kraus 1989). The assumption that sediment is conserved across the profile during a storm limits 
the model’s application to beaches that have negligible gradients in longshore sediment transport under storm 
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conditions (i.e. straight beaches with no int:nuptions in longshore sediment transport). SBEACH has been 
developed for application to beaches with median sediment diameters of 0.15 mm to 1.0 mm (in the range 
considered to be tine to coarse sand by the Wentworth classification system) and has been verified for grain sizes 
ranging from 0.2-0.42 mm (considered tine to medium sand by the Wentworth classification system). 

Theolv: SBEACH is based upon the assumption that profile change is caused by weves transforming and breaking 
across the profile. This relationship between sediment transport and wave energy dissipation across the profile 
requires an accurate description of the wave climate across the beach profile. SBEACH includes an internal wave 
model to handle this task. The internal nave model’s characterization of the cross-shore wave climate is used to 
determine sediment transport rates and corresponding profile responses to the input wave conditions. 

The wave model used in SBEACH employs linear wave theory to defme wave characteristics from the seaward 
banday of the model domain to the breakpoint of the incident waves. From the breakpoint shoreward, a form of 
the wave decay model proposed by Dally et al. (1955) is used to describe the wave height distribution across the 
surf zone. The random wave model cumently used in SBEACH is a modified version of Dally’s model designed 
to characterize the decay of random waves based on a Rayleigh distribution of wave heights (Larson 1995). 

Upon characterization of the wwe field across the beach profile, estimation of the corresponding sediment transport 
rates is possible. Under random waves, calculation of sediment transport aoross the profile is divided into three 
primary zones of transport. The first transport zone is located seaward of the wave breakpoint, followed by the 
second transport zone from the breakpoint shoreward to’the wash zone, with the wash zone defmed es the third 
zone. Figure 1 offers a schematized definition of the three zones of transport. The equations governing offshore 
sediment transport in these three regions are summarized as: 

Zone I: Pre-Breaker Zone 

q = q 
b 

e (-A, (x-xbll Xb < x (1) 

Zone II: Broken Wave Zone 

for 

D-D,,++% 

q= 
1 

x, i x s Xb 

Zone III: Swash Zone 

Q = q, 
x-x, f 

1 I xz - x* 

Dw-e* 
Kdx 1 

D,-:* 
Kdx 1 

x, < x < x, 

(2) 

(3) 

where 
q = net cross-shore sand transport rate, m’lm-sea 

& = spatial decay coefficient in Zone I, l/m 
x = cross-shore ooordinate directed positive offshore, m 
K = send transport rate co&Gent, m’/N 
D = wave energy dissipation per unit water volume, N-m/m’-set 

D, = equilibrium wave energy dissipation per unit water volume, N-m/m’-sea 
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E = slope-related sand transport rate coefficient, m*/sec 
h = still-water depth, m. 

The subscripts b, z, and r identify 
quantities described at the breakpoint, 
;award end of the wash zone. aid the 1 _ I 
runup limit, respectively (Larson, Kraus, 
and Byrnes 1990). The parameters K, E, 
and specification of the position of the 
seaward end of the swash zone are all 
used as calibration parameters for the 

I I I 
Data Requi~mentsz To simulate beach 
erosion due to storm waves and water %z Brdnua”ezoru PT*wIr.a zc.n 
levels, SBEACH requires input of a 
fundamental set of inf&maticneRequired ’ 
inout includes offshore wave conditions. 

Figue 1 Principle zones of cross-shore transport 

depth at location of offshore wave input; 
water surface elevation, characteristic median grain diameter, and initial beach profile. This fundamental information 
is critical to the model and eiwy effort must be made to obtain the most accurate data possible for model input. 
Additional inputs for more sophisticated simulations include incident wave angle, wind speed and direction, 
specification of seawall location and properties, specification of a beach till, and measured profile (for calibration 
and comparison). A user interface developed for the personal computer makes the model easier to use and facilitates 
the organization of the input data. Description of the user interface and guidelines for the content and formatting 
of the model input are described in the SBEACH user’s manual (Rosati et al. 1993). 

M&i OuWtz SBEACH provides various levels of output for the user to choose from for use in project evaluation. 
Intermediate and final profiles are available for visual inspection, volume calculations, and further analysis. Some 
additional analysis is internally offered by the model and generally consists of the magnitude and location of 
maximum erosion, the landward-most occurrence of specified amounts of vertical erosion, and the horizontal 
recession of given contours. The output offered by SBEACH is designed to aid the coastal engineer in determining 
the response of the beach protile to B specified storm condition, and is geared towards providing useful information 
for economic analysis of various project alternatives. 

PRCllECC APPLICATION 

GencRL: As previously mentioned, the typical project evaluation using SBEACH involves simulating the beach 
response to B series of storms to determine the eoonomic merits of a beach till project. Several considerations 
should be made by the coastal engineer before applying the model to a given beach. First, the modeler should 
evaluate how well the project beach tits the assumptions made in the development of the model. Primarily, the user 
should consider the role of longshore transport in the evolution of the beach profile. General indicators of possible 
longshore transport gradients may include one or more of the following: shorelines that are not straight, nearby 
jetties, offshore structures that disrupt the wave field, presence of a groin field, nearby inlet, or bathymetric features 
that either focus or Scatter wave energy. 

Following the initial assessment of how well the project beach fits SBEACH’s assumptions, the model should be 
carefully calibrated to a high-quality data set consisting of pre- and post-storm profile surveys, and wave and water- 
level time histories of a previous storm. As an alternative, data from a nearby, representative beach may be used. 
Calibration should start by running the model with the default calibration parameters and proceed by trial-and-error 
iteration until the best agreement between the simulated and measured post-storm data is achieved. If possible, a 
second data set from a different storm should be used to provide a verification of the initial calibration. In many 
cases, the modeler is faced with a situation in which no data sets are available for calibration. In these cases, use 
of the default calibration parameters is recommended. 
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The next step in a typical project evaluation is determination of a representative set of storms for a given area. 
Storms are typically characterized by maximum wave height, peak storm surge, and storm duration. Storms for a 
given site can Lx selected from historical databases or hindcasts, or synthetically generated using statistically derived 
frequency-of-occurrence relationships for peak storm parameters. Upon calibration of the model and selection of 
representative storms, the model is prepared to simulate beach profile response to these storms. 

The critical evaluation of the results of a suite of simulations is perhaps the most crucial step in the project 
evaluation. Interpretation of the model results involves consideration of the assumptions, limitations, and t&den&s 
of SBEACH as well as the limitations and possible variability of the input data and how the combination of these 
two SOUIC~S of enor affect the simulated results. The engineer/modeler should understand that a certain degree of 
error may be present due to the above factors and this error should be accounted for by design safety factors in the 
plan of action for the project. 

field Case mewev Beach. Delawarel: A recent evaluation of the performance of SBEACH on a group of field cases 
(Wise, Smith, and Larson in preparation) involved the simulation of beach profile response to a northeaster which 
struck the Delaware coast on 10 December 1992. Dewey Beach, a developed beach Located on the Atlantic coast 
of Delaware, features substantial berms backed by dunes with a typical crest elevation of +5.0 meters NGVD and 
a median sediment grain size of 0.33 nun Pre- and post-storm profiles are available for the storm event and were 
measured on 29 October and 18 December, respectively. Wave data were collected by a wave gauge located at a 
depth of 9.1 m offshore of the coast of Dewey Beach and water-level data were collected by a tide gauge at Laws, 
Delaware (USACE Philadelphia District 1995). A time-history plot of these wave and water surface data is 
presented in Figure 2. The elevated wave heights and storm surge indicated in this figure are the main influences 
on the erosion of the beach profiles at Dewey Beach 

stomIData:1oDecembwl!m 
Dewey Ileach, DE 

10 

?igue 2 Storm data for the 10 December 1992 northeaster at Dewey Beach, Delaware 

PmRle Compadsons: The SBEACH simulations of the profile responses at Dewey Beach demonstrate some of the 
model’s capabilities and limitations. Figures 3, 4, and 5 present the results of simulations using the default 
calibration parameters at Dewey profile survey lines 140, 220, and 240, respectively. These figures indicate that 
the model accurately simulates the erosion of the foreshore and dune which are parameters of primary concern to 
the USACE for beach fill design evaluation. Another significant paint is that the model performed well in the 
simulation of overwash and erosion of the berm (Figures 3 and 5). 

Also noted in the model results are the differences between the measured and simulated bars. The simulated profiles 
tend to have a bar which is located further offshore than the measured bar. A possible explanation of the differences 
in the position of the simulated and measured post-storm bar lies in the fact that there was a time lapse between the 
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1 Dbmnm from Bmslklr. m 
Figme 3 Result of SBEACH simulation (Protile 140, Dewey Beach, DE) 

Dewey Beach 
Ron*140 

Dewey Beach 
Prcdb220 

Fiyle 4 Result of SBEACH simulation (Profile 220, Dewey Beach, DE) 

Dewey Beach 
Pldlb240 

pm 5 Result of SBEACH simulation (Profile 240, Dewey Beach, DE) 
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end of the storm and the measurement of the post-storm profile. During this period, the beach profile began to 
recover through accretionary processes. Therefore, the position of the breakpoint bar is shifted shoreward and does 
not allow a direct comparison to the model (at the present time SBEACH does not model accretionary processes). 
None-the-less, the post-storm profile surveys capture the eroded conditions of the foreshore and dune and indicate 
that tbe model provides accurate estimates of the erosion of the foreshore and dune. 

DtherComparisons: Another means of evaluating model performance not as subjective as visual comparison of the 
profiles is comparing measures of erosion commonly used by coastal engineers in evaluating projects. Measures 
of erosion used in the evaluation of the model are (1) the volumetric change above the reference datum, (2) storm 
intrusion, and (3) the recession of e specified contour. Comparisons of the measures of erosion for the measured 
and simulated profiles will be presented for the entire data set at Dewey Beech, Delaware. 

Volumetric change above the reference datum provides an estimate of the erosion that occurs above sea level. This 
measure quantifies the amount of berm and dune erosion during the storm. Figure 6 indicates that the simulated 
and measured volumetric change above the NGVD reference datum are quite similar. 

Pnmb 

Fsyrc 6 Comparison of measured and simulated volumetric change above the NGVD reference datum 

Determination of storm intrusion offers engineers a measure of the landward extent of storm damage related to 
foundation undexminining of coastal structures. By specifying an amount of erosion that would typically cause a 
foundation failure, the user can estimate losses due to foundation undermining. Figure 7 indicates close agreement 
between the measured end simulated landward-most occurence of significant erosion (in this case singificrmt erosion 
is defined as any amount of vextics erosion greater than or equal to 0.3 meters). All oalculated results of storm 
intrusion are within 5% of the measured values for this data set. 

The final measure of erosion is the measure of contour recession during the storm. This measure consists of 
defining the location of a specified contour prior to a storm, end computing the lendward recession of that contour’s 
position due to the effect of erosive wave conditions. Figure 8 shows that the +1.5 meter contour receded 
approximately 35-40 meters during the storm. The simulated and measured recession of the contow are in cloez 
agreement, once again with a maximum variation close to 5%. 

ADDITIONAL MODEL DEVF3.OPMENT 

Identification of Amas of FuttherResea~~h: Since the initial development of SBEACH in 1986, improvements and 
enhancements have been added to the model. As the model continues to develop, areas of improvement are 
identified end recommended for further study. 
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@IR 7 Comparison of measured and simulated storm intrusion. Significant erosion = 0.3 m. 
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Figwe 8 Comparison of measured and simulated recession of the +I.5 meter contour. 

Recent enhancements to SBEACH include the addition of a dune, overwashing routine. Although the routine 
performs well for some field oases, an improved description of foreshore sediment transport processes and dune 
overwash is required to better model details of beach response for a wide range of storm conditions and profile 
configurations. 

Another issue that will potentially offer a significant improvement to SBEACH is modeling of the accretionaty 
processes that are responsible for recovery of a beach profile after 8 storm. Although approximations of aocretiomuy 
transport are possible with the present version of SBEACH, the accretionay transport calculations are not performed 
due to the qualitative nature of the results. Use of existing data sets of LWT experiments that physically model 
accretionary processes may allow the development of quantitative expressions for numerical modeling of accretionary 
transport processes. 

SBEACH’s requirement of a single representative grain size for the entire beach profile does not adequately describe 
some beach profiles. The ability to specify variable grain sizes across the beach profile would be valuable for 
situations in which the grain sizes of a beachfill are significantly different from the native material. In order to 
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accomplish this, a method of grain tracking would have to be incorporated into the model to determine the fate of 
grains transported along the profile. 

CONCLUSION 

SBEACH has proven to be e useful tool for coastal engineers in the design of beach tills and in assessment of the 
degree of storm protection that a given beach dune-berm configuration offers adjacent structures. The model has 
been demonstrated to accurately model the erosion of the dune and foreshore using a number of laboratory and field 
date sets (Wise, Smith, and Larson in preparation). Due to limits in both accuracy and completeness of input data 
combined with incomplete knowledge of foreshore and dune overwashing processes, SBEACH should not be 
expected to produce the same degree of accuracy exhibited in the Dewey Beach case study for all applications. 
Continued research into cross-shore sediment transport processes including dune overwash foreshore processes, and 
accretionary processes will enable continued development of SBEACH’s capabilities. 
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AN INQUIRY OF METHOD CALCULATING FOR TIME 

MEAN SEDIMENT DISCHARGE 

By Niu Zhan, Senior Engineer, Bureau of Hydrology, YRCC, MWR, 2 Chengbei Road, Zhengzhou, 

Henan, China; Ma Qingyun, Senior Engineer, Bureau of Hydrology, YRCC, MWR, Zbengzhou, 

Henan, China. 

Abstraet:In this paper, starting from a point that discharge and sediment concentration change linearly, 

sediment discharhe should change in quadric. we use an integral method to derive an equation calculating 

sediment discharhe at a time interval. which has a practical significance in both theory and engineering. 

Let the discharges and sediments at times ti and t;+, respectively are q;, qi+, and R.&+,, then the corre- 

sponding sediment discharhe are Q.i=q(pi, Q.;,, =qi+,@+,. If a sediment discharhe is considered to change 

linearly as time passes, the mean sediment discharhe at the time interval ti- t~+~ is given by 

1 
Q,,j = y(n;p< + qi+,Pi+z) (1) 

Another way of thought is to use the product of the mean discharge +(qi+qj+,)and mean sediment concen- 

1 tration T(&+R+,) at a time interval ti-t;+, as the mean sediment disscharge at the time interval,i. e. , 

1 1 Qai =-+ + a+~) - ,(P< + P.+I) 

=+?<, + %Ps+, + %+,Ps + Pi+*Ps+,) (2) 

Factually,if the discharge and sediment concentration at the time interval 6-t,+, are considered to change 

linearly,the sediment discharge should be described by a quadratic function. Let the linear chanhes of dis- 

charge and sediment concentration at the time interval ta-ta+, be eapressed by 

q =a + k,: 

P =P. f k,t ‘1 
(3) 

in which ~=(q1+1-q1)/(t,+,--4),14,=(~+,-~)/(t,+,--4). 

Then the mean sediment discharge at the time interval t-tic, is the ratio of time integral of qp to the corre- 

sponding time ti+,--t,rFor the integral,the lower limit is t(--ti=O and the upper limit is tl+,--,i.e. , 

Qr = ti+, ---L$y&~ 
* , 

By introduckg equation (3) and integrating,we get 

Q,,j = +?<P. + qi+,pI+,j + $Gap.+* + qi+tPi) (4) 

When a day is divided into n time intervals, Ati hours each time interval, the equations calculating a daily 

mean sediment discharge by using the three methods above mentioned are respectively 

Q., =$,Q&, = &j~lC(qiP~ + qi+,P<+,)~;l (5) 

Q, =$,Q&j = $,C(qi + pi+,)@ + ~<+rMtfil (6) 
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Q,, =$,Q&; = ~,~,C'qi~. f gi+,Pi+,)A$l + $&h'<+, + sc+AWl (7) 

(4) and (7) are the results we derived. Their theoretical logicsare reasonable. They are very suitable for 

the calculation of the sediment discharge during flood of the Yellow River. in which the sediment discharge 

changes violently. When taking the value of (4) as a standard, for B same time interval, the calculation er- 

rors of Cl), (2) are respectively 

4-s = $(wi + qi+,~i+, - qiPi+, - qicsi) (8) 

1 
4-s = - 2 Gap< + P~+,P.+, - qiP.+* - QiClP.) (9) 

See that the value of absolute error depends on the values of (qifi+qiclR+,) and (qifi+,+qi+,R). Using 

(3) to eliminateqi+l and fi+, yields 

qip. + gi+,p<+, =2q& + (qik,# + fhkv;)(ti+, - t<) + k,<khCt<+, - t,)* (10) 

q#;+, + qi+,/? =Zq+? + hk,< + p,k,Jt;+, - t<) (11) 

Subtracting (10) and (11) at equations both side yields 

Gapi + qi+,p<+,) - (qiP.+I f qi+,pJ = k,ker(:i+, - t.)” (12) 

From (12). find that if Kp and K, are simultaneously greateror less than zero, i.e. I if discharge q and sed- 

iment concentration pchange in the same direction, K,K,(ti+,--tiS>Os then the Al-3 of the (8) is posi- 

tive (being to great) and the A,-, of the (9) is negative (being to small). Factually, the processes of water 

and sediment almost change simultaneously, so generally, the result of (1) is great systemic, the result of 

(2) is small systemic. A checking computation with data from some stations has verified this point. 

When computing suspended sediment, for such a time interval ti-t 1+1, sometimes sediment discharge dur- 

ing the first half and second half of the time interval must be obtained. In the past, a simplified method 

was often usal. After obtaining the mean sediment discharge at the time interval 4-ti+x, sediment dis- 

charge W, and Wi during the firat half and second half of the time interval exe computed by using an e- 

qually dividing method, i.e. , 

W, = W, = +Q,, (tit, - t.1 (13) 

At the time interval h-t,+, , when discharge q and sediment concentration p change linearly, the sediment 

discharge does not change linearly. So <13) use the equally dividing method to compute the sediment dis- 

charge during a half time interval that is not suitable, the resonable computation should be integral 

method. 

Suppose (3) is still suitable and the middle paint of times 8 and t,+>is (4+t1+1)/2. When taking ti as a 

starting point, the meatl sediment discharge Qusduring the first half of the time interval tt- t,+, is a ratio 

of the time integral of qp to the corresponding time interwd +(Q +, -t,) a For the integral, the lower Limit 

is ti-b=O and the upper limit is (t,+ti+,)/~-ti=$(t, +, - tJ. The mean sediment discharge Q.a during 

the second half time interval is the ratio of the time integral of qp to the corresponding time interval Ct.+,- 

Q/2, For the integral, the lower limit is (~+ti+,)/2-t~=(ti+, --t,)/Z and the upper limit is ti+,-ti. 
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Introducing (3) yields 

Q.,, = $;P< f +kw.+, + qi+,pi) + $i+,p;+x (14) 

Qm = &, + $(w.+x + P~+A) + &qi+,p.+, (15) 

Then at the time interval ti-ti+, , the mean sediment disdarge during the first half and second half of the 
time interval are respectively 

We, = Q.x,( Z& 2 - ti) = +Q,,ctj+, - t,) (16) 

w,* = 4 + G+, L* (&+I - __ 
1 

2 ) = 2-Q.&i+i - ti) (17) 

Clearly, W.ai.+~.~h obtained by respectively introducing (14), (15) into (16)) (17) is equal to the product 

of 4.r~ of (4) and (t+--ti) 9 which accords with the mass-conservation principle. But, generally, W., in 

(16) and W.M in (17) are not equal to the corresponding quantities in (13). 
In the computation of suspended sediment, discharge and sediment concentration at a time interval are al- 

WBYS dealt with changing linearlyr So the sediment discharge at the time interval should he dealt with 

changing in quadric. which is the engineering significance of the study in this paper. 
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SEDIMENT TRANSPORT MODELING FOR THE GLEN-COLUSA IRRIGATION 
DISTRICX FISH SCREEN MODIFICATIONS 

By Cassie Khmpp, Hydraulic Engineer, Ma& Sailer, Civil Engineer, Arthur Glickmau, 
Civil Engineer and Brent Mefford, Hydraulic Engineer, Technical Service Center, U.S. Beau 

of Reclakation, Denver, Colorado 

INTRODUCI’fON 

The Glen-Colusa Irrigation District (GCID) pumping plant is located on an oxbow of 
the Sacramento River approximately 100 miles north of Sacramento. (Figure 1). The 
existing fish screen facilities do not meet current regulatory requirements and contribute to 
increased fish mortality. Fish in the intake channel may be subject to predation, and smaller 
fish may be impinged on the screens. The Bureau of Reclamation was authorized to 
provide feasibility and final design work for the replacement of the fish screen. The facilities 
designed by Reclamation will allow GCID to operate the pumping plant at or near its full 
capacity of 3000 fi’/s. 

Sediment management issues were an important consideration in the design and 
location of the fish screen facilities. GCID dredges the intake channel and area in front of 
the existing screens following winter and spring runoff. Sediment buildup in front of the 
screens can exceed 3 fi annually and can exceed 9 ft. at the intake channel entrance. 

Three design alternatives (A, B & D) were considered for the fish screen structures. 
These alternatives mainly differed in the location of the fish screens (Figure 2). Alternative 
A, located north of the forebay of the existing plant, consisted of multiple V screens 
upstream from the existing fish screens, a log boom, a pump back structure an upstream and 
downstream check structure, and two fish return pipelines. Alternative B consisted of 
multiple “V” screens located near the main river and intake channel flow split and would 
include a fish screen structure, a log boom, a pumpback structure and evaluation facility, and 
two fish return pipelines. The intake channel included an expansion of approximately 65 ft. 
to accommodate the screens for Alternative B. Alternative D involves extending the existing 
screen 660 ft. upstream with a trashrack structure and a downstream check structure, 
pumpback structure, and two fish return pipelines. A second version of D would allow up to 
1000 fi3/s in the bypass channel and would exclude the pumpback structure and fish return 
pipelines. Flow through the bypass bay and pipes would be by gravity to the bypass channel. 

The three alternatives were grouped into 2 options for sediment modeling based on 
the location of the fish screens and pumps. Alternative A and D were grouped together 
because they are located near the existing pump station. Alternative B was analyzed 
separately because it is located near the river and intake channel. 
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Figwe l-location of the Glen Colusa Inigation District Pumping Plant and Fish 
Screen Facilities 

I 

Figure 2-Location of the Altematives and Sampling Sites 
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MAIN CHANNEL SACRAMENTO RIVER 
For Option A & D Discharge equals 149,000 cfs 
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8 StatinS channel bottom B Channel bottom with groins D/S 

* Water Surface without groins -a Water Surface with mains D/S I 

Figm 3-Changes in water surface profiles and bed elevations for the Main Channel of the 
Sacramento River with and without the presence of groins. 



SEDIMENT MODEL 

A sediment model of the Sacramento River between river miles 218.3 and 199.5 was 
developed for the Glen Colusa Irrigation District using a sediment model (HEC6-T) created 
by William A. Thomas (1994). This is a new version of HEC-6 with many enhancements. 
This mode1 can handle complex flow situations including flow around islands, networks 
including tributary Sow and diversions. This model can also simulate dredging. A variable 
sediment distribution coefficient can be used in the model to allow different sediment loads 
entering the intake and bypass channel depending on the quantity of flow in the river. Groins 
or spur dikes located either upstream or downstream of the intake channel were included in 
the sediment modeling options to see if sediment deposition in the intake channel would be 
reduced. 

Model Calibmtion Estimated river cross-sections and bottom elevations were available from 
measured data and from previous model results of the same river reach. The U.S. Army 
Corps of Engineers (Corps, 1983) modeled the entire Sacramento River in 1982. Ayres 
Engineering previously known as Water Resources & Technology (Water Engineering and 
Technology, 1988a) had also modeled this reach of the river in 1989. GCID collected 
intake channel and bypass channel water surface and bed elevation data between 1980 and 
1995. These data were used to validate that the predicted mode1 elevations and dredge 
volumes were close to existing conditions for a low, normal, and flood year. 

A six year hydrograph (1965, 1966, 1970, 1982, 1983 and 1984) was used in the 
sediment model. Peaks flows varied between 70,000 ft3/s and 149,000 e/s. The peak flow 
value of 149,000 ft3/s lies between the 5 and 10 year flood. Manning’s n values ranged from 
0.035 to 0.045 for the main river and 0.025 to 0.055 for the intake channel and bypass 
channel. Overbank roughnesses varied from 0.06 to 0.12. 

Upstream gradation and supply curves were originally developed by the Corps from 
Bend Bridge to Gianella Bridge. Ayres Engineers developed a supply curve from Woodson 
Bridge to Gianella Bridge (river miles 218 through 199.5) that was used in the present model. 
Minor modifications were made to the supply curve to reduce sediment accumulations at the 
first two cross-sections. The supply was extended to estimate sediment supply for flows up 
to 150,000 ft’/s. 

Bed material gradations were measured by Water Engineering and Technology (1988b) 
using Wolman Counts. Additional samples were collected using the barrel sample method 
developed by (Milhouse et al, 1995) by the USBR in November 1994 and April 1995 in the 
intake channel, bypass channel and the north end of Montgomery Island. All bed gradations 
were close to previous samples collected on the river. 

Three sediment transport equations were tested during the mode1 calibration: Toffaleti 
(1966)-Schoklitsch (1930), Toffaleti-Meyer-Peter and Muller (1948) and Yang (1984) Sand 
and Gravel (Thomas, 1994). The Toffaleti and Schoklitsch combination was eliminated 
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because of the large sediment transport loads predicted by the equation causing large bed 
elevation fluctuations that choked ocf +low to the intake channel. The Toffaleti and Meyer- 
Peter and Muller combinations also over predicted gravel transport rates. The Yang Equation 
provided the most reasonable results for the conditions on the Sacramento River. 

Model Results Model simulations were made for the A&D Alternative and for the B 
Alternatives for low, normal and high flows to show the effect on sediment deposition on the 
intake and bypass channel. Groins were placed either downstream or upstream of the intake 
channel on the main stem of the Sacramento River between river miles 205.5 and 206 for 
3000 ft. Groins were set to a width of approximately one third the channel and to the 
approximate height of the river bank. 

Additional simulations were made with the groins in place to determine if there was 
any reduction in sediment accumulations or dredge volumes and to see if the changes in bed 
elevation profiles were reduced. Figure 3 shows a comparison of water surface elevation and 
bed profiles for the main channel for the A&D Alternative with and without groins during a 
high flow year. Very little sediment is transported in the Sacramento River until flows 
exceed the two year flood. Consequently changes in dredge volumes and bed elevations are 
more apparent for the larger discharge year. Figure 4 shows a comparison of water surface 
elevations and bed profiles for the A&D Alternative for the Intake and Bypass Channels with 
and without groins for a high flow year. Bed elevations of the intake channel are reduced by 
approximately 1 foot with the inclusion of groins. Figure 5 shows a comparison of water 
surface elevations and bed profiles in the intake channel for the B Alternative with and 
without groins for a high flow year. Bed elevations increase by approximately 4 ft. for the 
B Alternative at Station 112 in comparison to the A&B Alternative because of the channel 
expansion to accommodate the fish screen facility. 

Table 1 shows the changes in dredge volumes for low and high flow years for the 
A&D Alternative and the B Alternative with and without the presence of groins. During a 
high flow year dredge volumes are not significantly reduced with the addition of groins for 
the A&D Alternative. However, two ‘hings are different with the B Alternative. The volume 
of sediment accumulated in the intake channel increases significantly for this alternative. 
Secondly, groins do cause a reduction in the dredge volumes for the B Alternative during a 
high flow year. Dredge volumes are reduced by about 30 percent for the B Alternative with 
groins present in the river downstream of the intake channel. 

Table l- Sediment accumulation in the intake channel and bypass channel 

Groins present for Groins not present Groins present D/S Groins not present 
70,600 ft’/s-af for 70,600 e/s -af for 149,000 P/s-af for 149,000 ft’is-af 

Alternative A&D 14,200 16,300 94,100 124,200 

Alternative B 20,700 19,100 111,200 143,900 
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/INTAKE AND BYPASS CHANNEL] 

Figure 4-Changes in water surface elevations and bed elevation for the Intake and Bypass 
Channel, A&D Alternative, with and without the presence of groins 
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CONCLUSIONS 

1. With the use of the HEC6-T model, the complex flow conditions at GCID with the island 
flow were effectively simulated. The variable distribution of sediment was also included in 
the model for different discharges. Dredging was simulated with the model in a manner that 
is similar to field conditions. The Yang Sand and Gravel equation adequately predicted bed 
elevation changes. 

2. Predicted bed changes for the A or D alternative in the intake channel remain the same as 
current bed changes for normal or high flow years. The A and D alternative would not 
change present dredging operations. 

3. Sediment deposition in the intake channel would increase by 3 to 4 ft. for alternative B 
over existing conditions at the mouth of the intake channel during a high flow year. Dredge 
volumes would increase by at least 30 percent following a high flow period. Groins 
provided some reduction in sediment deposition volumes but did not prove to be viable for 
managing sediment for the B alternative because of fish criteria and navigation. The groins 
were used to decrease fhe bottom width of the channel so as to increase velocities to move 
the sediment downstream of the groins where it would be deposited. If groins were used in 
the main channel, the riprap size would have to be sufficient to withstand a flood of 150,000 
ft3/s. Groins would have to be designed to ensure that they were not undercut by the 
increased channel velocity. 
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GENERALIZED STREAM TUBE MODEL 
FOR ALLUVIAL RIVER SIMULATION (GSTARS-2) 

By Chih Ted Yang, Manager, Sedimentation and River Hydraulics Group, Bureau of 
Reclamation, Denver, Colorado 

Abstract: The original Generalized Stream Tube model for Alluvial River Simulation 
(GSTARS) was developed for a CYBER mainframe computer and released by the Bureau 
of Reclamation in 1985. GSTARS has been applied to several engineering projects and 
river morphologic studies. As a result of these projects and studies, GSTARS went through 
several stages of modifications and improvements. GSTARS-2 is the first major revision and 
enhancement of GSTARS. These revisions include a conversion of the program from 
CYBER to PC application, increase in the number of sediment transport functions for users 
to select, incorporation of channel side stability criteria to simulate the bank failure process, 
lateral sediment transport at a river bend, and local scour at the toe of protected surface. 
Examples of simulated and predicted channel geometry changes due to man-made and 
natural events are presented to ihustrate some of the capabilities of GSTARS-2. 

INTRODUCI’ION 

Most of the sediment and water routing models, such as the HBC-6 (U.S. Army Corps of 
Engineers, 1993) were developed for solving one-dimensional alluvial river problems. 
Although there are truly two-dimensional and three-dimensional models for alluvial river 
simulation, they are too computationally intensive for engineering applications. The field 
data required for calibration and testing of these models may not be readily available; The 
Generalized Stream Tube model for Alhtvial River Simulation (GSTARS) was developed 
by Molinas and Yang (1985a) to simulate the flow conditions in a semi-two-dimensional 
manner and the change of channel geometry in a semi-three-dimensional manner. GSTARS 
has been applied by different investigators for solving river engineering problems. The 
model was also used to simulate and predict river morphologic changes due to man-made 
and natural events. As a result of these applications, GSTARS has been revised and 
enhanced. The original GSTARS was developed for a CYBER mainframe computer. The 
revised and enhanced model, GSTARS-2 (Yang and Gavlick, 1995), was developed for PC 
applications. This paper provides a general description of GSTARS-2. Examples of 
simulated and predicted results based on GSTARS-2 are given to illustrate model 
capabilities that can be useful in solving engineering problems and river morphology studies. 

GENERAL DESCRIPTION OF GSTAR!%2 

GSTARS-2 consists of seven main computation parts. They are: (a) channel geometry, 
(b) hydraulics, (c) sediment routing and armoring, (d) channel width and depth adjustments, 
(e) channel side stability, (f) local scour below a weir or drop structure, and (g) lateral 
sediment transport due to secondary current at a bend. A general description of these seven 
parts is given below: 
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a Channel eeometrv: GSTARS-2 can handle irregular channel cross-sections, regardless 
of whether it is a single channel or it is separated by small islands and sand bars. A 
detailed description of channel geometry computation was given by Molinas and Yang 
(1985b). 

b . Hvdraulics; Most water and sediment routing models are based on the energy equation 
using the standard step method. This method limits its applications to subcritical flows. If 
there is a change of flow conditions from subcritical to supercritical, a critical depth is 
assumed. GSTARS-2 utilizes both the energy equation and the momentum equation. 
Consequently, it can handle both subcritical and supercritical flows, including hydraulic 
jumps (Molinas and Yang, 1985a,b; Yang, Molinas, and Song, 1988). 

The stream tube concept is used to simulate the flow conditions in the longitudinal and 
lateral directions in a semi-two-dimensional manner. Based on this concept, water discharge 
in a given stream tube is determined by its conveyance. The discharge in each stream tube 
equals the total discharge divided by the number of stream tubes at a given cross-section. 
Although no sediment or flow can be transported across the boundary of a stream tube, the 
position and width of a stream tube can change after each time step of computation. This 
is the basis that GSTARS-2 can simulate semi-two-dimensional flow conditions even though 
the hydraulic computations are one-dimensional along a stream tube (Yang, Molinas, and 
Song 1988). 

c. Sedunent Routing and Armor@ Once the hydraulic conditions are computed for each 
stream tube, the rate of sediment tiansport can be computed using one of the following 
methods: 

1. Meyer-Peter and Miiller’s 1948 formula 
2. Laursen’s 1958 method 
3. Toffaleti’s 1969 method 
4. Engelund and Hansen’s 1972 method 
5. Ackers and White’s 1973 method 
6. Yang’s 1973 sand and 1984 gravel transport formulas 
7. Yang’s ,I979 sand and 1984 gravel transport formulas 
8. Parker’s 1990 method 
9. Yang’s 1996 modified formula 

The armoring process computations are based on the method proposed by Bennett and 
Nordin (1977). 

d. Channel Width and Death Adiustments: These adjustments are based on the minimum 
energy dissipation rate theory (Yang and Song, 1986) and its simplified version of minimum 
total stream power. Whether a channel will adjust its width or depth at a given computation 
,time step depends on which condition results in less total stream power (Yang, Molinas, and 
Song, 1988). 



e. Channel Side Stabilitv; Channel side stability depends on the bank materials and their 
angle of repose. Detailed computational procedures were published by Song, Zheng, and 
Yang (1995). 

f, Local Scour Due to Water Fall: The depth of local scour below a weir or a drop 
structure can be computed from the total available power per unit channel width at a given 
cross-section (Song, Zheng, and Yaug, 1995). 

g, Lateral Sediment Transwrt Due to Secondary Current; The stream tube concept 
assumes that the effect of secondary currents on flow and sediment can be neglected. A 
semi-empirical approach was adopted by Song, Zheng, and Yang (1995) to determine the 
longitudinal and lateral components of sediment transport rate computed from one of the 
sediment transport functions in (c) of this section. 

SIMULATION RESULTS 

The following application examples are used to illustrate the capabilities of GSTARS-2. 

a Lock and Dam No. 26 Reulacement Prviect; Figure 1 shows the semi-three-dimensionaJ 
cross-sectional changes at the Mississippi River Lock and Dam No. 26 replacement site near 
St. Louis, Missouri. The channel width was fixed by levee and coffer dam. Three stream 
tubes were used in these computations. The difference between computed and measured 
local scour depth is within 1 foot for this particular case study (Yang, Molinas, and Song, 
1988). 

b. Willow Creek Reservoir Emeraency Soillwav Erosion Studs; Figure 2 shows the 
predicted formation and variation of a channel cross-section downstream of the emergency 
spillway due to overtopping of the spillway. It shows that an originally fairly straight 
symmetrical channel cross-section can become a non-symmetrical section typical of a 
meandering river at a bend. Thii demonstrates that GSTARS-2 has the potential to 
simulate and predict the channel forming process from straight to meandering in accordance 
with the theory of minimum energy dissipation rate (Yang, Molinas, and Song, 1988). 

c. Lake Me-scaleru Emeraencv Soiliwav Erosion Studv; Figure 3 shows a comparison of 
computed and eroded cross-section downstream of the Lake Mescalero emergency spillway 
due to a spring runoff over the emergency spillway. It is apparent that the enhanced 
GSTARS-2 model can more accurately simulate the erosion processes than the original 
GSTARS when compared with the post-flood measurement (Song, Zheng, and Yang, 1995). 
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SUMMARY AND CONCLUSIONS 

GSTARS-2 is an improved and enhanced model of the original GSTARS computer model 
released by the Bureau of Reclamation in 1985. Examples of case studies indicate that 
GSTARS-2 can be applied for solving engineering problems and simulating river 
morphologic processes with accuracy. The fact that GSTARS-2 can use a one-dimensional 
approach along stream tubes to simulate cross-sectional changes in a semi-three-dimensional 
manner is especially attractive for engineering applications. 
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Figure 1. - Three-dimensional plot of the variation of computed scour pattern at Lock 
and Dam No. 26 replacement site. 
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Sediment Resuspension Due to Wind Generated Waves 
in the Shallow Navigation Pools of the Upper Mississippi River 

FERRIS CHAMBERLIN INTRODUCTION 
U.S. Army Co~rps of Engineers 
5x1, P&i MN - 

construction of the Upper Mississippi River (UMR) locks and dams, the filling of the 
navigation pools left the river bank levees and higher geomorphic features of the floodplain as 
islands. This resulted in a complex mosaic of shallow aquatic wetland and terrestrial habitats. 
Floods and wave action has resulted in erosion and eventual loss of many of these islands. The 
loss of islands along the main channel has allowed an increase of sediment-laden water through 
the adjacent shallow areas. The loss of islands within the shallow areas has created longer fetch 
lengths which has resulted in higher wind generated waves. The higher waves have more 
erosion potential and also cause an increase in the resuspension of bottom sediments. The 
increase in suspended sediment concentration reduces the amount of light penetration into the 
water. This in turn inhibits the growth of aquatic plants Because aquatic plants absorb wave 
energy and reduce advective currents, the loss of aquatic plants allows more erosive energy to 
attack the shoreline. 

2. To reduce the erosion of existing shallow water islands, the contributing factors to island 
erosion must be reduced or eliminated. The creation of islands in Pool 5 of the UMR has 
proved effective in breaking up wind fetch, thereby reducing wave heighta which in turn reduces 
erosion and sediment msuapension. The reduction of sediient resuspension is key to 
encouragiog aquatic plant growth which not only has habitat enhancing value but also attenuates 
wave energy ani adveaive currents. The ability to easily predict sediment concentration levels 
due to wind generated waves will provide additional design guidance for island creation plans. 
Itwasthepurposeofthissmdyto, 

I. Review sediment resuspension dynamics due to wave motion. 
II. Develop a simplified mass trampott balance equation for suspended solids in a water 

column that represents changes due to wind generated waves. 
III. Calibrate resuspension and sedimentation parameters for Pool 8 using measured 

values of wind speed, sediment grain size, and suspended sediient concentrations. 
IV. Assess the value of simplification and make recommendations for further study. 

RESUSPENSION DYNAMICS 

3. When waves are present, the motion of the wave produces an orbital motion of water 
particles. This motion can penetrate all the way down to the lake bottom, imparting shear 
stresses at the sediment-water interface. If the shear stress exceeds a certain critical value, the 
sedimembrghtstomovebackandforth. Inthebegbmmgwhenthelakebedisflat,thevertical 
excursions of the sediment particles are confimed to a very narrow ribbon in the vicinity of the 
bed. As the process continues, the flat bottom gradually deforms into a steady bed form called 
ripples. When ripples begin to develop, the oscillatory motions of the water particles set up 
fluid vortices at the troughs which are convected toward the crests and are diffused upwards into 
the body of water a considerable d&ance from the bed. These vortices pick up sediient which 
travel with the vortices, and at the same time, settle due to the negative buoyancy. Under this 
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condition, the vertical excursions of the sedhnent particles extend to a considerable distance from 
the bed and the sediment is said to have come into suspension (Skafel and Krishnappen, 1984). 

5. Suspended solids can take on many sizes and be made up of various substances. The 
inorganic particles found suspended in the UMR navigation pools include sands, silts, and clays. 
Critical shear velocity for sands can be easily determined by use of the Modified Shields diagram 
(Komar and Miller, 1975). However, a sign&ant percentage of the bottom material is cohesive 
soft sediment (muds). The resuspension rate of muds is not well known. 

6. The degree to which the bottom sediments are consolidated greatly impacts resuspension. 
Recently deposited surface material can be more easily eroded than the material farther down 
in the bed. During a storm event, particles are continuously deposited and brought back into 
suspension. The resuspended material is distributed over the lake by currents. The deposition 
of suspended material is dependant on settling velocity, water depth, and concentration of 
suspended matter. - 

MASS TRANSPORT BALANCE 

7. Sediment transpat in the UMR navigation pools is very complex. It involves (1) input and 
output of sediments, (2) horizontal transport by advective currents, (3) dispersion, (4) 
resuspension of bottom sedhmznts, and (5) sedimentation of suspended solids. Field observations 
have shown very little vertical gradient in the concentration of tine suspended solids. Therefore, 
the. firs simplification to the mass transport equation was made by elhninatmg vertical 
dispersion. The- mass balance for sqended solids in the water column can now be represented 
by the following differential equation (Blom et al., 1992): 

where, h = water depth 
t=time 

C = suspended solids concentration 
Rp = msuqension flux 
SF = sediintation flux 

u = depth-averaged velocity along x-axis 
v = depth-averaged velocity along y-axis 
D,= dispersion coefficient along x-axis 
D,= dispersion coefficient along y-axis 

8. Advective currents are present in all navigation pools and vary from almost nonexistent 
during drought periods to several feet per second during flood events. These currents bring 
sedhnents into the pool and transport sediments out of the pool. When the currents are of 
sufficient magnitude, the bottom erodes bringing sediments into suspension. While advective 
cmrents greatly impact lateral transport amI provide some sediment resuspension, it was assumed 
for this study that the suspended sediment concentration at a given location was due primarily 
to wind generated waves. Therefore, the variation in suspended solids concentration with time 
at a specific location is dominated by resuspension and sedimentation and can be represented by: 

dCldt = RF - S, 
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9. Resuspension flw is a result of the shear force exerted on the bottom by wave motion. 
When shear force exceeds the critical shear necessary to initiate motion, resuspension begins. 
A simple empirical relationship for resuspension of sedhnents was developed by Parchure and 
Metha, 1985). 

RF = M (1 - T&,,) CR=)) 

7Cr = critical shear stress required to initiate motion 
q, = shear stress applied to the bottom 
M = numerical constant with units of mass per unit area time 

All uncertain factors which can have an effect on resuspension are taken into account in M. The 
shear stress 7b is understood to be the average over a wave period and is given a$ 

f, = wave friction factor 
u,,, = maximum orbital velocity on the bottom 

Jonsson (1966) ‘mtroduced the wave friction factor f, as a function of the bottom roughness 
length and the semi-excursion length of the orbital wave at the bottom. The maximum 
horizontal orbital velocity on the bottom u,,, is most easily determined using linear wave theory 
(mathematical formulation resulting if the equations of motion are linearized): 

H = wave height L = wavelength 
T = wave period h = water depth 

Simplificaton of this equation can be made by assumiq predominately deep- or shallow-water 
conditions prevail. Previous studies of the UMR navigation pools (Chamberlm, 1994) has 
shown tramktional Water depths (i.e. between deep and shallow) are common. Therefore, no 
simpliication of the equation is allowed. 

10. In a study performed by Blom et al. (1992), the relationship for sediment resuspension flux 
was represented by: 

% =K(u,-G) 

K = resuspension constant (mass per unit volume) 
u, = critical shear velocity (velocity at which resuspension begins) 

This relationship is very similar to that developed by Patchure and Metha. The basic diierence 
being the wave friction factor incorporated with all other uncertainties in the resuspension 
constant. As part of their study, calibration of resuspension and sedimentation parameters for 
veryf~materMswasperformed. Thevalueofu,wascalibratedtobeintherangeofO.Oto 
0.0048 meters per second (m/s). 

11. When comparing a critical shear velocity of 0.0048 m/s to orbital wave velocities typically 
occunkg at a depth of one-meter, the critical shear velocity seems insigniticant. For example. 
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a wave with a height of lo-centimeters (cm) would produce an orbital wave velocity of about 
0.048 m/s at a depth of l-meter; a m:.gnitude greater than the critical shear velocity. Because 
the bottom sediments in the Uh4R navigation pools consist of very fine material with a high 
moisture content, critical shear velocities are very low. It is suggested that the impact of 
retaining the parameter u, in the resuspension flux relationship is insignificant when computing 
resuspension for UMR navigation pools. Therefore, resuspension fhrx RF can now be 
represented by: 

RF = K u, 

12. A common description of sedimentation flux S, was given by (Sheng and Lick 1979): 

s,; = w, c w, = sedimentation velocity 

The sedimentation @city W, can be estimated using Stokes law for sediment fall velocity which 
equates sediment immersed weight to the resisting drag force of a spherical particle. 

w = &s-l)gd' d = sediient diameter 
s Y = kinematic fluid velocity 

s = p,lp (p=fluid density, p,=sedhnent density) 

While Stokes law is acceptable for determining sediientation velocities for non-cohesive 
particles, the physko&sm&l forces binding the cohesive soils present in the UMR navigation 
pools will mquire measumd data or data obtained through calibration of balancing resuspension 
and sedimentation to known suspended sediment concentrations. 

13. The mass balance equation for change in suspended sediint concentration due to wind 
gemmed waves camnow be representd by: 

[K(LQ - w,(ci + Ac)lAt 
AC = _- 

h 

AC = change in suspended sediient concentration K = xmspension constant 
Ci = initial concentration of suspended solids w, = sedimentation constant 

At=changeinthne h = water depth 

INPUT DATA 

14. Measured data Was obtained at a specific site in Pool 5 of the UMR over the period of 7 
April 1994 through 7 November 1994. Pool 5 is located between river miles 743 and 747 on 
ti Mississippi River. A data platform was located in north-central portion of the pool. The 
water depth at the platform site was about l-meter. An anemometer located 2-meters above the 
water surface was used to measure wind speed. The daiiy average wind speed and direction 
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were recorded based 2-minute samples taken hourly. Suspended sediment samples were taken 
every 4-hours from middepth. Samplii was performed such that each sample bottle contained 
six daily samples, thus providing the average daily suspended sediments concentration. An 
analysis of a grab sample taken of the bottom sediments showed the material at the data 
collection site to be 91-percent inorganic by weight. The inorganic material consisted of 50- 
percent sand (> 65pm), 39percent silt (<65pm- > 3.9pm), and 1 l-percent clay (<3.9pm). 

15. Because wave heights were not recorded, they were estimated based on the wind speed and 
direction. For wave height predictions, wind speeds U must be adjusted to an elevation of lo- 
meters above the water surface. This was done by, 

U, = wind speed at elevation z 

The water surface roughness varies with wind speed. Therefore, the wind speed must also be 
adjusted for the nonconstant coefficient of drag. As shown in the Shore Protection Manual 
(SPM 19&t), the wind speeds were adjusted for drag by, 

u, = 0.71 U’JJ (LJillm/s) 

16. Wii direction was used to determine fetch length F. Fetch length is a region in which the 
wind speed and direction are reasonably constant. Fetch lengths were measured from shore to 
the platform location site along &compass points. The recorded average wind speed direction, 
which was given in degrees, was assigned the direction of the nearest compass point and hence 
a fetch Length for that days average wind speed was determined. Fetch lengths for the platform 
site varied from 1,000 to 2,500 meters. 

17. To simplify the determination of wave characteristics requires an assumption that either 
deep-water or shallow-water conditions prevail. Relative water depths in the UMR navigation 
.~~ls ate typically deep to transitional (Chamberlin, 1994). For transitional-water depths, the 
assuIllption of deep-water conditions over predicts wave height, wave period, and wavelength; 
whereas, the Shallow-water assun@on under predicts these wave characteristics. Because water 
depths are typically deep to tra++al, deep-water conditions were assumed realizing a slight 
over prediction in wave charactensttcs would occur. Wave heights H and wave periods 7’ were 
computed using the deep-water wave equations developed by Smith (1991). 

H = 0.0015 g”.51+U and f, = 2.6 go.,,(uI,., 

TIE wave &RtiOd T k~simply the inverse of the wave frequency f,. Wavelength L was computed 

using the following deep-water relationship (SPM, 1984): 
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COMPUTED RESULTS 

18. Average daily wind speeds and the corresponding fetch length associated with the average 
daily wind direction were placed in a spreadsheet. Daily average wave heights and wavelengths 
were then computed. The computed wave heights and wavelengths were then used to determine 
the maximum orbital wave velocity at a depth of l-meter. An estimated sedimentation constant 
w, was computed using Stokes law for a particle diameter of 3.9~pm. An estimate of the 
resuspension constant K was made based on results of previous studies. Resuspension R and 
sedimentation S were then computed for a Af of 24-hours. Because Ar is constant, it was 
incorporated into the resuspension and sedhnentation constants producing K’ and w,’ respectively. 

19. Resuspension concentrations R were computed by multiplying K’ by the average daily 
orbital wave velocity u,. For the first day, the loss of suspended sediments S due to 
sedimentation was computed by multiplying w,’ by one-half the predicted resuspension 
concentration. Pm&ted suspended solids (SS) concentration for the first day was simply R - 
S. Sedimentation for the successive days was determined by combining the previous days 
predicted SS wncentration (CJ with the days predicted resuspension concentration (R), dividing 
by two and then multiplying by the sedimentation constant w,‘. A column showing change in 
w-on was then prepared by computing R - S. Predicted SS wncentmdons were computed 
by addhrg the previous days SS concentration to the change in SS concentration. When the total 
resulted in a negative number, xero wncentration was assigned.. 

20. The resuspension and sedimentation wnstants, K’ and w,‘, were adjusted to provide a best 
fit to the rneamed &rage daily SS wncentration. The resulting values were, 

K = 1.0 x lo-2 g/m3 W, = 1.2 x lo-’ m/s 

Figuresland2showthe comparison of predicted and observed suspended solids concentration 
over the record period of 208 consecutive days. 

CONCLUSIONS 

21. ~~tbe~ofparametersinvolved,thelargetimeinterval,andthedegreeof 
5impMon that was done to repment the complex thmedhnensional mass transport that was 
occuhg, Fii 1 and 2 show a good wrrelation between predicted and observed values of 
SS concentration. A closer fit to the observed wncentrations may be accompliihed by 
wnsidering the bottom sediient in two fractions, accounting for changes in water depth, and 
adjusting sediient concentrations that occurred during high inflow periods. 

22. Future studies should inchule data collection over shorter time periods. With a change in 
time of 24-hours, peak wind speeds and direction of the peak wind speeds are missed. Unless 
fetch length to the study area is the same in all directions, wind direction can have a major 
impact on the predicted wave height. Based on typical fetch lengths for the UMR navigation 
pools, a two-hour At would be preferred. This would allow for fully developed seas, provide 
a good wind direction for determining fetch length, and would give a much better estimate on 
change of SS concentration due to wind generated waves. 
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ISUSPENDED SOLIDS CONCENTRATION] 
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Figure 1. Mississippi River, Pool 5, Site 8A; 7 April - 19 Julv 1994 
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Figure 2. Mississippi River, Pool 5, Site 8A; 20 July - 7 November 1994 
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The k-e TURBULENCE MODEL FOR PREDICTING 
SECONDARY CURRENTS IN OPEN CHANNELS 

By Y.L H&z, Researcher, Nile Research Institute, Egypt 

Abstract: Seconday currents are predicted by solving the goveming equations for mean turbulent flows in open 
channels. A slightly modified form of the algebraic-stress model of Naot et al. (1993) is used to model the turbulent 
stresses appearing in the governing equations. The k-e turbulence model is used for predicting the turbulent viscosity 
which is needed in that algebraic-stress model. A fmite element method is used for solving the set of governing equations. 
The model predicts well the dqxession of the main velocity maximum below the free surface in the open channel with aspect 
ratio of 1:2. A large upper vortex and lower smaller one, predicted in one half of the channel, is in good agreement with 
experiments and Naot and Rcdi’s numerical predictions (1982). The cell vortex structure in channels with lateral periodic 
bed roughness and aspect ratio of 1:7.5 is well predicted while the cell structure disappears in the same channel but with 
uniform bed roughness. 

INTRODUCTION 

Secondnw Currents: Secondary currents play an important part in river mechanics. For example, secondary currents 
affect sigziticantly the main velocity contour lines (4,11,13), the boundary shear stress distribution (3,4,13,16), bed and 
swpaded load distributions (6,20), and lateral bed contigurations (2,5). Open Channel flows are c&n turbulent in which 
seanday currents are induced by the anisotropy of the turbulent wxmal stresses (4,11,13,16). Therefore, they are called 
“turbulence-induced secondary currents” and are discussed in this paper. 

The magnihuie of such secondary currents is generally less than 5 percent of the main velocity (14) which causes their 
measurement to become. diEcult (9,lS). Therefore, mathematical prediction of secondary currents has been implemented 
byvariowresearchers(ll,l2,13). 

Prediction of secondary currents is accomplished by solving the mean hrbulent flow goveming equations which consists 
of the c&inuity equation and the Reynolds equations of motion. The turbulent stresses appearing in the Reynolds equations 
are mcdeledby an algebraic-stress model. The k-e model is applied for predicting the turbulent viscosity appearing in the 
turbulent stress expressions. 

So far, most models for predicting secondaty currents have used the t-mite diEerence method along with tuning of some 
empirical constants of the model (11,12,13). In this paper, the finite element method is wed for predicting secondary 
currents because of its popularity and ease in handling boundary conditions. The standard values for the model empirical 
constants are used in this paper. Besides, some moditications are in!rcduced to the algebraic stress model of Naot et al. 
(1993). 

The hiATIiEh¶ATICAL MODEL 

The Mean Turbulent Flow Eauation~: The governing equations for steady, uniform, and high Reynolds number 
mean turbulent flow we: 
the continnity equation 

av aw -+-=I) 
ix az 

the Reynolds equations of motion: 
x dim%ion or the longihldinal flow direction 

au au d P a Tyx a Tex "-+ - = --(-)+ -(-)+ -(-)+ Fx 
ay az dx P ay P az P 
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Y direction or the vertical dir&ion 

=YY Tw vg+ iv; = -b(P)+ Cy(-)+ $(-)+ p, ay P P P 

where U,V,W are the time average mean velocities in the X (1ongiMina.l channel direction), Y (vertical direction), 
Z ( lateral direction), respectively, P is the time average mean pressure, p is the fluid density, TV are turbulent (Reynolds) 
normal and shear stress components, and Fi are body force components. 

The Aleebraic-Stress Model: The non-linear algebraic stress relations of Naot et al. (1993) are wed with some 
nxxiikations. Their relations take into account J&e surface effects by reducing the length scale and turbulent viscosity at 
the free anface Besides, the he surtke efkts are induced in the turbulent stress expressions (TV and rd using turbulent 
viscosity fork vertical momentum transfer which is dit%nmt than that for the lateral momenhun transfer (i.e., using non- 
isotropic turbulent viscosity) and choosing the model coefficients to reflect free surface effects. The mcdilied turbulent 
stresses are expressed (4) 

K2 
VT = c, - 

e 

b = - 
P 

(=,+f c ) [ + c++c,-1, 
3 

P = +-(-AZ E+- -)] Tzx au 
e P ay p a.5 

+2”Ty$ 

(5) 

(6) 

(7) 
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(8) 

where the non-isotropic turbulent viscosities vn and Y, are used in expressions for turbulent s!xsses T,, T,,,, and TV in 
contnstta (12,13) who wed an isotropic viscosity vT The turbulent viscosity is expressed in Equation (5) in terms ofthe 
turbulent kinetic energy K, tbe rate of dissipation of the turbulent kinetic energy E, and the dimensionless constant C, of 
standard value 0.09. 

The model cc&icients are given in tams oftwo timctiom that account for the distance from B solid wall (fJ and the distance 
from an open surface (fJ as 

cd = 0.7636 - 0.06 f, ; f3 = 0.1091 + 0.06 f, (10) 

Cl = 1.5 - 0.5 fl ; c3 = 0.1 f2 (11) 

Instead of using the functions fi and fi as given by (11,12,13) in which the mixing length is generally unknown, simpler 
functions are intmduced in tbis paper. These fimctions are expressed as 

fl = [l-W/H)12 ; f, = (Y/HI2 (12) 

where N is the normal distance to the nearby wall, Y is the vertical distance f?om the bed wall, and H is the channel depth. 

The k-e ttuhhce model: The two qumtities K and E are evaluated from differential transport equations. The transport 
equations for stee, fully developed, and high Reynolds number flow are 
the turbulent kinetic energy kmspcrt equation (IQ: 
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and the dissipation rate of the turbulent kinetic energy transport equation (E): 

where OK. a,, C,,, and C,, are dimensionless constants which have standard values (17) as 1.0, 1.3, 1.44, and 1.92, 
respectively. These standard values are used in this paper. 

Boundaw Conditions: The wall function approach of Launder and Spalding (1974) is adopted In this approach the 
bamdaq conditions are specified at a virtual boundsly located a distance from the wall outside the viscous sublayer in which 
the K-E model is not applicable. This distance is taken as 0.04 H from the walls. According to Sill (1982) tbc shear stress 
is nearly constant witbin a distance 0.06 H t?om the wall. 

The longitudinal (pinmy) shear stress (on virhml wall bcnmdaries) divided by the fluid density is expressed in terms of the 
main velocity as by Schamber and Larock (198 1) as 

LL= y+ U.1 = - K2 
P NU 

2 lqu 
[In (EL)1 

V 

(15) 

where IL is the shear velocity, 1( is the van Karma constant (bar 0.4), N is the normal distance to the nearby wall, E is taken 
m by Krishnappen ami Lau (1986) for the entire turbulent regime, and v is the fluid viscosity The transverse shear (5~ on 
vbal wall boundaries is expressed in terms of the main velocity and the corresponding parallel secondary velocity (VJ w 

The boundary conditions for K and l at virtual wall bound&es are: 

(16) 

(17) 

Tbe normal velocity at the virtual boundaries, planes of symmetry, and the free surface is zero. Gradients of the variables 
at planes of symmetry and the frez surface are also zero. The exception is the t?ee surface boundary condition for E which 
is taken as by Yacoub et al. (1992) as 

de 82 - = C@ - 
dY jp (18) 

where C,, is taken as 3.5. 

The equations are solved using the ftite element method. Because all the cases considered herein consist of rectangular 
channels, we is made of the 4-node rectangular element which is simple and suflicient for representing the computational 
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domain, the three velocity components, y and E variables. The pressure is assumed constant over each element. The details 
of the numerical procedure are given in Hafez (1995). 

APPLICATION OF THE MODEL 

The model is applied to open channel cases where secondary currents are induced by the geomehy of the channel cross 
section, the wall roughness conditions, and the free suface. For symmetry reasons, half of the channels are only 
considered. 

The secondary velocities are initially set to zero at all nodes. The computer model is run on a DEC-station 5000 (UNIX 
environment) located at Colorado State University. 

1. The Smooth Own Channel fl:Z): The smooth walled channel has an aspect ratio of 12, a depth of 0.076 m, a 
slope of 0.000966, and a flow Rynolds number of 39,000. The secondary velocity structure, Figure la, shows two 
vortex structure with a larger upper vortex and a smaller lower one. This pattern of secondary currents is ditlkrent from 
that in a quadrant of square ducts (1,9) w h ere the two vortices are symmetrical along the duct diagonal. The free sut-face 
in the open channel enhances the growth of the upper vortex which becomes much stronger and occupies a larger arca 
than the lower vortex. 

The pattern of the sewnday velocities matches well the one determined experimentally by Nezu et al. (1989) shown in 
Figure 2a and reporeted in (16), and that determined numerically by Naot and Rodi (1982) shown in Figure 2b. The 
maximum secondary !alocity is in the transverse direction along the free surface, about 0.5 H from the side walls with a 
magnitude of 1.2 tim& the average shear velocity. 

(a) SecondaIy currents (b) Main veloci~ 
--Figure 1. Present Model Velocities In the Open Channel (19) 

(a) Nezu et al. 1989 !b) Naot and Rodi 1982 
Figure 2. Secondary Currents in the Open Channel (12) 
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(a) Nem et al. 1989 (b) Naot and Rodi 1982 
Figure 3. Main Velocity Contours in the Open Channel (1:Z) 

The longitudinal velocity contours predicted by the present model, Figure 2b, indicate the success of simulating the 
depression of the velocity maximum which occurs at 0.6 1 H above the bed along the channel vertical axis of symmet?. 
This is in agreement with the laboratory data by Nezu et al. (1989), Figure 3a, and the numerical simulation of Naot and Rodi 
(1982), Figure 3b. The downward vcriical secondary velocity is responsible for the depression of the main vclocil! 
maximum. 

2. The Rectaneular Ooen Channel 11:7.51 with Periodic Rouehness: Data from Muller and Studem (I 979) 
experiments on channels with lateral periodic smooth and rough stripes is used herein. The rough stripes have roughness 
height of 0.0025 m. The channel has a depth of 0.08 m, a slope of 0.00152, and a flow Reynolds number of 38,000. 

The pattern ofthe samday velocities shown in Figure 4a, consists of a cellular structure with the flow directed downward 
over the two w&al rough stripes and upward over the smooth stripes. This agrees with the numerical simulation by Naot 
(1984), Figure 4b and with Mulk and Shlderus measurem ents. Close to the side walls, the two vortex structure with a large 
upper vortex and a small lower one is observed as in the last case. 

The contours of the main velocity shown in Figure 5% are pushed by the secondary velocities downward over the ccnlrill 
rough stripes and upward over the adjacent smooth stripes. This distribution is similar to that of Naot (1984) shown in 
Figure Sb. 

(a) Present Model @) Naot 1984 
Figure 4. Secondary Currents in The Open Channel (k7.5) with periodic roughness 

(a) Present Model {b) Naot 1984 
Figure 5. Main Veiocity in the Open Channel (1:7.5) with Periodic Roughness 
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3. The Rectaneula~Channel (1:7.5) with Uniform Bed Rouehness: 
To vaifv that the cell&.r secondarv structure obtaixd in the last case is due to the periodic variation of the roughness and 
not due to the channel being relatively wide, the bed roughness is taken uniform. The same rectangular channelstudied by 
Mullet and SMems (1979) is investigated but with uniform roughness of 0.0025 m all over the channel bed while the side 
walls are letI smooth. 

(a) Secondary Currents (b) Main Velocity Contours 
Figure 6. Velocity Field In the Open Channel (1:7.5) 

The secondary velocities are show in Figure 6a. The cellular secondiuy structure disappears, and instead, two vortices 
at the side wall peculiar to rectangular channels with uniform bed roughness are observed with a large upper vortex and 
a small lower one. The upper vortex extends to a distance about I. 15 H from the side wall. Therefore, it is evident that 
the cellular secondary structure could only be predicted in channels with periodic roughness. 

Very weak secondary velocities beyond the upper vortex are observed which could not affect the main velocity contour 
lines as seen in Figure 6b. The main velocity maximum lies on the free surface. The main velocity distribution in this 
part of the channel can be assumed two-dimensional where the. secondary flow can be neglected. 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 
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